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The concept of a hierarchy of system models for the performance
evaluation of computer systems is introduced. The characteristics and
construction of such a hierarchy are discussed. Since it consists of
models that span a wide range of complexity and cost, such a hierarchy is
a very useful tool in the cost-effective design of computer systems.

A procedure that uses such a hierarchy in computer system design
is developed. The procedure uses the hierarchy to trade off cost and
accuracy of system performanc; predictions. The viability and usefulness
of the procedure are demonstrated by applying it to the optimization of
the architecture of a complex computer system - the CPU-memory sybsystem
of the IBM System 360/Model 91. In most of the experiments conducted,
the procedure converged, if not to the exact optimum, at least to within
a very near region of the optimum. A sensitivity analysis procedure is
then used to identify the exact optimum, as well as to determine the
sensitivity of the objective function to changes in the system parameters.
The efficiency of the overall procedure is shown to be considerably greater
than that of the worst-case approach to system design.

Some conclusions are drawn about this class of single stream,

highly pipelines, CPU-memory architectures. Extensions of the hierarchical

approach to performance evaiuation are proposed.
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CHAPTER 1

INTRODUCT ION

1.1 Problem Statement and Objectives

Computer systems can be viewed from three different aspects:
1) Structure
2) Function
3) Performance
The tasks that the system is expected to accomplish, constitute its function.
Structure refers to the organization of the system components, and perfor-
mance is a measure of how well the system accomplishes its function. Thus
a well-designed computer system is one whose structure is such that it
accomplishes its function to meet some performance and cost constraints.
It is thus very important to understand the relationship between the per-
formance of a computer system and its structure and function. This is true
both during the design phase of a new system, as well as in the re-con-
figuration of an existing system to optimize its effectiveness.
In this dissertation, we will present a hierarchical approach to
the performance evaluation of computer systems. We will show that a
hierarchy of system performance models is a cost-effective way of examining
computer system design questions. We will lay down the characteristics that
such a hierarchy should possess. We will then develop a procedure for the
use of such a hierarchy in the design of a computer system. The principles
embodied in our approach will be exemplified by a case-~study of the design
of a computer system,
In earlier work [KUM76a, 76b], we developed a technique for

modelling a system, called control stream modelling. This is an effective




technique for the performance evaluation of complex computer system. by
simulation. 1In this dissertation, we will use such a control stream model

in our case-study.

1.2 Background

Performance evaluation of proposed computer systems, for the
purpose of examining design questions, is not a new concept. For example,
Ballance et al. [BA162] describe a simulation model that was used in the
design of the look-ahead unit of the IBM Stretch system. Boland et al.
[BOL67) discuss a simulation model used in designing the memory unit of
the IBM System 360/Model 91. However, these were used only to examine a
few very specific system design questions. We know of no work in the field
that looks at major overall architectural design questions, or a cost-
effective tool for examining them. It is our belief that interrelationships
between system design parameters can be understood, and real tradeoffs made,
only when global, many-parameter models of the system are constructed and
analyzed.

Hierarchical approaches to modelling have also been examined in
the past, (SEK72, BRO72, BHA76]. However, these have been concerned with the
reduction in the complexity of analytic models, by structural decomposition
of the system model to form sub-system models that can be analyzed inde-
pendently. Thus all the models in the hierarchy use the same modelling
tools. We believe that ours is the first attempt to bring together a variety
of state-of-the-art modelling tools, whose intrinsic range of cost and
complexity make them very suitable for use in a hierarchy. We also believe
that analysts in the past, have not laid enough emphasis on proper cali-
bration and validation techniques for models. This dissertation will deal 1

in detail with such concerns.
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1.3 Structure of the Dissertation

In Chapter 2, we introduce some basic performance evaluation and
modelling concepts. We then discuss the motivation behind the hierarchical
approach to system modelling. The characteristics and construction of such
a hierarchy are then described. Finally, we provide an overview of a system
optimization procedure that uses a hierarchy of system performance models.

Chapter 3 introduces the system chosen for the case-study - the
CPU-memory subsystem of the IBM 360/91. After a short description of the
system architecture, the hierarchy of models used to analyze its perfor-
mance is described. The two models used are a control stream model, alluded
to earlier, and an analytical model built by regression techniques. The
models are described in some detail in this chapter.

In Chapter 4, we develop a procedure for optimizing a system
design, with respect to some objective function that includes system per-
formance as a component. Using the hierarchy in the procedure, ensures
accuracy of performance predictions, and convergence to an optimum system,
and at the same time renders the procedure cost-effective. We also attempt
to bound the approximation error of the hierarchy, and to estimate the
efficiency of the optimization procedure as compared with some simple bench-
mark procedures.

Chapter 5 discusses the results of applying the procedure to the
system chosen as a case-study, for three program traces. The procedure is
shown to converge, if not to the exact optimum system, at least to within
a near region of the optimum. Sensitivity analysis then identifies the
exact optimum besides determining the sensitivity of the objective function
to system paramter changes near the optimum.

Chapter 6 summarizes the research and offers suggestions for

further research.
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CHAPTER 2
A HIERARCHICAL APPROACH TO PERFORMANCE EVALUATION

2.1 Introduction

In this chapter, we first introduce some basic performance
evaluation and system modelling concepts. We then attempt to classify
models with respect to a variety of features. The hierarchical approach
to performance evaluation is introduced and the construction and charac-
teristics of such a hierarchy are discussed. Justification of a hierarchy
of models as a powerful tool for the cost-effective design of computer
systems is then given and an overview of a procedure that uses a hierarchy

to optimize the design of a computer system is presented.

2.2 Performance Evaluation Concepts

The performance of a computer system is defined as the effective-
ness with which the system handles a specific application. Various measures
can be used to describe the performance of a computer system, one of the
most common being the system throughput, i.e., the number of tasks processed
by it in unit time. Once a measure has been chosen as the one that des-
cribes the system performance most satisfactorily, performance evaluation
can be viewed from two different aspects:

1) The determination of the performance function F, such that

System performance = F(avl,... av s WYysee. wvn)

i

system workload parameters.

where the av, are the system architecture parameters, and the wvj are the

2) The estimation of values of the above performance function

for a specific set of system parameter values

(avl,-.. av

wl’oco wvn)o

m?




2.3 System Modelling Concepts

Any analysis of a system is only an analysis of a model of the
system. This is true of system performance evaluation, which is an analysis
of one aspect of the system - its performance. A model of a system can be
defined as an abstraction that contains only the significant variables and
relations of the system. We now discuss a few aspects of system modelling.

2.3.1 Types of Models

Models used for system performance evaluation can be divided
into three broad classes [SV076]:

a) Structural Models describe aspects of individual system

components and their interactions. They usually serve as the basis for
more abstract models, by providing an interface between the real system
and the more abstract models. An example is a block diagram model of a
system in which each block is a system component.

b) Functional Models define the operation of the system such

that the model can be analyzed mathematically or studied empirically.
Examples include queueing models that have mathematical solutions for
the performance measures of interest, and simulation models that provide
empirical evaluations of performance measures.

c) Analytical Performance Models formulate the dependence of

performance on the system workload and architectural variables. Such
models are usually functions that are fitted to data obtained from
functional models.

Some models fall across the above classes as we will see in

the next chapter.
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2.3.2 Validity of Models

A model is said to be valid when the performance measure values
generated by it agree with the actual observations of system performance

to within a desired range of accuracy. The range of validity of a model

is the region in the multi-dimensional space of system parameters, over
which the model is valid. Usually the range of validity and the accuracy
of a model have to be traded off.

There are varying degrees of rigor to the validity of models

[ZEI75). At the least rigorous level, a model is replicatively valid, if

it matches the performance values already acquired from the real system.

At a more rigorous level, a model is predictively valid, when its

predictions of performance are corroborated by observations of the

system. At the most rigorous level, a model is structurally valid if

it not only reproduces the observed system behavior, but truly reflects
the way in which the real system operates to produce this behavior.

The choice of the rigor with which a model is judged for
validity, depends on the specific purpose that it is being used for.

2.3.3 Other Characteristics of Models

Besides validity, some other aspects of models that we will be
interested in, are:

1) Cost: This is usually tied to the computational complexity of
the model, i.e., the work involved in using the model to make a single
evaluation of system performance. Thus simulation models are usually
quite expensive in their computational demands, while mathematical models
such as queueing models and analytical performance models are quite

inexpensive.
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2) Amount of information obtainable from the model: Very often,

the analyst is interested in more than a single measure of system per-
formance. For example, in a system which is an interconnection of
resources, resource utilization is as important a measure as system through-
put, since it can point to system bottlenecks. Models with higher struc-
tural validity tend to be capable of yielding more information than models
of merely predictive validity. Further, the detail with which such infor-
mation is available varies considerably. Thus, a queueing model may attempt
to yield accurately only the average utilization of a resource, while a
simulation model can yield an entire histogram of resource utilization.

2.3.4 Overview of the Model Building Process

Regardless of the type of model chosen, there are certain
common features in the process of building up the model as a tool for
performance evaluation. The following are some of the basic phases of the
model building process:

a) Choice of experimental frame: The experimental frame charac-

terizes a limited region of the entire system parameter space, in which the
system is to be modelled. All the aforementioned characteristics of a model
are only with respect to the experimental frame for which the model is
constructed. Thus a model may be invalid in an experimental frame other
than the one chosen, but only its validity in the chosen frame is of
importance.

b) Model calibration: Calibration is the process of estimating

the parameters that describe the model in the experimental frame. For
example, the parameters of an analytical model that expresses performance

as a linear function of the system parameters,




b

m n
P=f +Z f.cav, + T VY, wv,
pttt = T B N - ]

are the coefficients Bi(i =0 throughm) and Yj (j=1 through n). The
calibration of such a model may involve the fitting of a linear regression
equation to observed values of system performance for varying values of the

system parameters.

c) Model validation: Once a model has been calibrated, it can

be used to predict system performance. Validation is the process of
establishing the validity of the model by comparing model predictions of
performance with observations of system performance. If the validity is
satisfactory, the model predictions in the experimental frame will be
accepted. 1If the validity is poor, the model may have to be recalibrated
with the new observations of performance. Calibration and validition for
any model can simultaneously improve to a point; beyond that point, they
may have to be traded off. Thus, calibration using data from a larger
number of observations than the order of complexity of the model may cause
poor overall validity in the region. On the other hand, the same model may
yield an acceptable degree of validity for more local sub-regionms.

d) Prediction using the model: Once a model has been calibrated

and validated in an experimental frame, it can be used to predict system
performance in that frame. However, if the experimental frame should ever
change, the process of calibration and validation will have to be repeated

for the new frame.

2.4 A Hierarchy of System Models

We now introduce the concept of a hierarchy of system models for

performance evaluation and discuss the motivation behind the concept and

el s s kit kgt e
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the characteristics that a hierarchy needs to satisfy to be a cost-effective
design tool. We also discuss procedures for the construction of a hier-
archy.

! 2.4.1 Motivation Behind the Hierarchy Concept

We will assume that a computer system analyst is evaluating the
performance of a computer system for one of the following reasons:
a) To design a computer system which is the optimum system
for some objective function that includes system per-
formance as a component.
b) To optimize an existing computer system for an objective
| function as in (a).
In either event, the analyst is interested in obtaining an optimum system
configuration.
& Since optimization procedures usually use an iterative scheme to
converge to the optimum, a number of evaluations of the objective function
will be called for. This requires that the performance component of the
function be evaluated with minimum cost, so as to keep the cost of the

optimization procedure within reasonable bounds. On the other hand, the

T

performance evaluation must be sufficiently accurate to meet the accuracy

; demanded of the optimization procedure. A performance model hierarchy
provides a cost-effective trade-off between accuracy and computational cost,
in much the same way that a memory hierarchy is a cost-effective tradeoff
between memory access time and cost.

i Further, performance information of varying levels of detail is
needed at different stages of the system design process. Thus at the initial
stages of design, crudely derived performance information can be used.

Later, as the major design features are closer to convergence, more detailed

—
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and accurate performance information will be needed. A performance model
hierarchy, as defined below, is compatible with this need.

2.4.2 Characteristics of the Hierarchy

The hierarchy of performance models will have the following
characteristics:

The low end of the hierarchy will contain models of high struc-
tural, and consequently high predictive, validity. These models tend to re-
semble the resource configuration of the system. It is expected that they
will have a broad range of validity in the system parameter space and that
they are capable of yielding detailed performance information of great
accuracy. The price to be paid for these desirable qualities is in the
high computational demands of these models.

The high end of the hierarchy will contain models of only pre-
dictive validity and their range of validity in the system parameter space
is much more limited. The performance information that they yield generally
has less accuracy than the low level models and is apt to be of a summary,
i.e., less detailed, nature. However, they have the advantage of being very
much less demanding in their computational requirements.

Intermediate levels of the hierarchy will have intermediate values
of these characteristics. Thus travelling up the hierarchy, one sees models
that have:

1) Less structural validity

2) More limited range of validity

3) Less detailed performance information

4) less accurate information

5) Lower computational requirements.

i p—
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In terms of the types of models described in Sec. 2.3.1, there will be
structural models at low levels, functional models at intermediate levels
and analytical models at high levels of the hierarchy.

2.4.3 Construction of the Hierarchy

The actual models themselves must be chosen from the state-of-the-
art modelling tools available. Thus a typical 3-level performance hierarchy
may include a simulation model at the low level, a queueing model at the
intermediate level and an analytical model at the high level.

At each level, model calibration will be done using only the
performance information of models lower in the hierarchy. Since the model
information content increases as we go down the hierarchy, the information
obtained from lower level models should be sufficient to calibrate higher
level models. Furthermore, calibration may cause a degradation in accuracy.
Thus to achieve a certain degree of accuracy for a model, one must use models
of higher accuracy to calibrate it. Using only lower level models for cali-
bration ensures this, since accuracy increases as we go down the hierarchy.
The calibration procedures will obviously be tailored to the models involved
in the calibration.

When the hierarchy is being used to optimize an existing system,
the hierarchy can be constructed in a bottom-up fashion since the structural
information needed to construct the lower level models is available. How-
ever, when the hierarchy is to be used in the design of a system, this
information is not available and the construction may have to start at
intermediate levels of the hierarchy. For example, an analysis of queueing
models of various server configurations can be used in the initial stages to
decide the gross structure of the system. As the structure begins to emerge,

low-level models can be constructed to examine finer structural detail.
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2.5 System Optimization Using the Performance Model Hierarchy

We now outline a procedure for cost-effective use of the perfor-
mance hierarchy in system optimization. We assume that the system is to be
optimized with respect to some objective function that has system perfor-
mance as a component.

Figure 2.1 is a flow chart depicting the optimization procedure.
The salient features of the procedure are:

1) The cost of the procedure is kept down by using a high-level model
for performance prediction in the iterative procedure that searches for the
local optimum.

2) However, the accuracy of the procedure is ensured by the validation
check on the high-level model after each prediction of the local optimum.
I1f the check fails, the more accurate low-level model is called at the
newly predicted optimum, and the extra information is used to re-calibrate
the high-level model in an experimental frame around the new point.

3) After the validation check has proved successful, an analysis is
conducted to determine the sensitivity of the objective function to changes
in the system parameters around the optimum. This is needed for two
reasons:

a) To locate the true optimum in the local region, since the

predictions of the high-level model are accurate only to a

certain degree.

b) To establish the relative importance of the various parameters

around the optimum.
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Too high a sensitivity to some parameter, may lead the analyst to decide
to explore another experimental frame.
In Chapter 4, we discuss such a procedure tailored to study a

specific system in detail, touching on aspects such as efficiency and error

bounds of the procedure.
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CHAPTER 3

MODELS FOR A COMPLEX COMPUTER SYSTEM: THE IBM 360/91

3.1 Introduction

As a case-study of computer system design using the hierarchical
approach to system performance evaluation, we chose the CPU-memory sub-
system of the IBM System 360/Model 91 as a base. A hierarchy of models
was built to evaluate its performance, as a function of some chosen system
parameters. The hierarchy was then used to arrive at a system design, in
terms of the chosen parameters, that had the optimum cost/performance value.

In this chapter, we describe the system and the models in the hierarchy.

3.2 Description of the 360/91

The stated objective of the Model 91 was to attain a performance
greater by one or two orders of magnitude over the IBM 7090 [AND67a). Since
circuit and hardware technology advances could provide only a fourfold per-
formance increase, architectural advances were expected to provide the
rest of the performance improvement.

3.2.1 Pipelining and Parallelism in the 360/91

The outstanding feature of the Model 91 was the extensi-e use of
pipelining and parallelism throughout the system.

Pipelining is the technique by which the hardware along a processing
path is split up into a number of segments with temporary storage between
them. Then, when an instruction proceeds from one segment to the next, a
succeeding instruction is allowed to use the first segment, even though the
first instruction has only barely begun to be processed. Thus, the processing
rate is determined, not by the time to traverse the entire processing path,

but by the time spent in each segment (see Figure 3.1). The instruction
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processing functiont of the 91 were split into the segments shown in Figure
3.2. Thus it is possible to enter instructions into this pipeline once every
clock cycle, this cycle being 60 nsec.

Parallelism involves the replication of often used hardware units,
as well as the possibility of simultaneous use of dissimilar hardware units
by different instructions. In the Model 91, the execution function is
divided between two separate units - for fixed and floating point instructions,
respectively. Further the floating point unit has two separate sub-units - an
add unit and a multiply/divide unit. Thus, instructions of these three classes
can be executed in parallel.

3.2.2 CPU~Memory Architecture of the Model 91

The organization of the system (see Figure 3.3) will be des-
cribed under the following division of functions:

1) The instruction unit

2) The execution units

3) The memory unit-

4) Buffering in the CPU.

3.2.2.1 The instruction unit

Instructions are pre-fetched from memory and stored in a 64 byte
instruction buffer. Pre~fetching buffers the instruction unit against
unpredictable memory delays. The instruction unit extracts instructions
from the instruction buffer at the rate of one every clock cycle. 1In
the next cycle, the instruction is decoded by the decoder. If it is a
fixed or a floating point instruction, it is dispatched to the appropriate
execution unit on the next cycle. Concurrently with the dispatching of

the decoded instruction, if the instruction needs an operand from memory
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the address parameters (index register, base register and displacement) are
combined to compute the operand address, which is then sent to memory on
the next cycle, as a fetch request.

The instruction unit also executes branch instructions after
decoding them. Unconditional branches cause a switch in the instruction
stream, and instruction fetching is done from the target of the branch.

If a conditional branch is encountered, and the data on which the branch
decision depends has not yet been computed, the CPU enters ''conditional
mode'. Decoding and issuing of instructions continue along the path that
reflects the best guess as to the decision of the branch. When the branch
is finally decided, these instructions will be cancelled if the guess was
wrong, and activated for execution if the guess was right. For most
conditional branches, the guess is that it will not be taken. If, however,
the target of the branch is back along the stream within 64 bytes of the
location of the branch, i.e., for program loops that fit in the instruction
buffer, the CPU enters'"loop-mode'" and assumes that the branch will be taken.
For further iterations of this program loop, the instructions will be held
in the instruction buffer, and need not be fetched from memory. To further
reduce the performance degradation due to a wrong guess, 16 bytes of instruc-
tion words are fetched from the alternate branch path and stored in a
separate buffer.

3.2.2.2 The execution units

As described earlier, concurrency of execution is increased by
having separate units for executing fixed and floating point instructions.

a) The fixed point unit: Within the fixed point unit, execution

proceeds serially, one instruction at a time. Many of the instructions

require only one clock cycle of execution time.
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b) The floating point unit (see Figure 3.4) is subdivided, for

further concurrency, into an add unit and a multiply/divide unit [AND67b].
The add unit is pipelined to start an add operation every cycle, and
requires two cycles to complete an operation. The multiply unit uses a
carry-save adder tree to perform a multiply in three cycles, and an
iterative Newton-Raphson technique to perform a divide in 12 cycles. An

internal bus, the Common Data Bus, links these units, using the Tomasulo

algorithm [TOM67]. It correctly sequences dependent streams of instructionms,

but permits those which are independent to be executed out of order.

3.2.2.3 The memory unit

Core memory with an access time of 600 nsec and a cycle time
of 720 nsec was used in the 360/91. As the CPU clock cycle is 60 nsec,
there is a wide disparity between the memory bandwidth and the projected
CPU bandwidth., To increase the effective bandwidth of the memory unit, a
number of features were incorporated:

a) The memory was l6-way interleaved, i.e., it was split into
16 separate modules or banks, with addresses interleaved so that consecu-
tive addresses reside in consecutively numbered banks. Each bank can be
cycled independently, so that, at any given time, more than one bank may
be performing an access.

b) Incoming references from the CPU are buffered, if they
cannot be honored for any reason such as a bank conflict, unavailability
of the data to be stored, or data dependency on a previous, uncompleted

reference. Thus requests can be sent to the memory unit at the rate of

one per CPU cycle.
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c) A check is made to see if an incoming fetch reference refers
to the same location as a previous reference that is currently being
serviced. If a match occurs, the second reference can be honored almost
at the same time that the data for the first reference is finally avail-
able. This is called the multi-access feature [BOL67].

3.2.2.4 Buffering in the CPU

Buffers in the system (see Figure 3.3) provide queueing which
smooths the instruction flow. They allow initial segments of the pipeline
to proceed with processing despite unpredictable delays down the line due
to busy resources, data dependencies or memory accesses. As described
earlier, the instruction buffer holds pre-fetched instructions for decoding,
and also holds small program loops in loop-mode. In the memory unit,
buffers are provided to hold references delayed for any of a number of
reasons. Branch target buffers hold instructions fetched from the alter-
nate path of a two-way conditional branch that has not yet been decided.

In the execution units, operation buffers hold decoded instructions
sent to them by the instruction unit. Operand fetch buffers provide storage
into which the memory returns operands, to be used by the execution units
when necessary. Operand store buffers hold operands sent by the CPU until
they are stored in memory.

Thus buffering plays an important role in ensuring autonomous

execution in the various functional units.

3.3 Overview of the Model Hierarchy for the System

We now outline the hierarchy of models used in the performance

analysis of the case-study system. The hierarchy consist of two levels:




e

b) An analytical model at the high level. !

a) A control stream model at the low level

The control stream model is a simulation model, that is driven
by a control stream derived from program traces. It is a hybrid between
a structural and a functional model (see Sec. 2.3.1), in that its resource
configuration, while resembling that of the real system, is an approxi-
mation of it. As such it has reasonably high structural validity, yields
accurate and detailed information, but is computationally demanding. It
should be pointed out that large studies of this kind should use a model
of even greater structural validity at the lowest level, i.e., without
some of the approximations that were incorporated in the control stream
model used in this research. However, for this study, the control stream
model is taken as the structural model for the system.

The analytical model is a linear, first-order regression
equation, linking system performance, i.e., instruction throughput, with
the system parameters. It is predictively valid only in the limited region

of its calibration, yields values of only one performance measure, but is

trivial to compute.

3.4 A Control Stream Model of the System

In this section, we describe a control stream model of the IBM
360/91 CPU-memory system. This model is the low level in the two level
hierarchy of models used to study the system. Consequently its complexity
and computation time are significant. To predict system performance using
the model, a simulator of the model has to be built, and driven by control

streams representative of programs in a desired enviromment. The model

can be used to provide a wide variety of performance statistics of the system.
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The model described in this section is a simplification of an
earlier control stream model of the system, that is described in [KUM76a]
and [KUM76b]. The assumptions about the system that are reflected in this
model, are explained in Secs 3.4.9.

3.4.1 The Control Stream Concept

The simulator of a control stream model is not intended to per-
form any real computation. The sole purpose of the model is to provide
timing and resource usage statistics for typical system usage. Recognition
of this fact enables a significant reduction in model complexity, by the
introduction of the concept of a control stream.

In the real system, an instruction, while it is being fetched
from memory and processed by the CPU, traverses a flow path in the system.
This flow path through the system is different for different types of
instructions. Moreover, in concurrent CPU~-memory systems, the data that
is needed by an instruction will have its own independent flow path
through the system. Typically, both the instruction and its data traverse
their flow paths simultaneously.

The model of the system consists of resources which correspond
in some fashion to the resources comprising the real system. In the model,
a unit of traffic, or process, is generated corresponding to the starting
of an instruction along its flow path in the real system. However, no
distinction is made in the model between the instruction flow and the data
flow caused by that imstruction in the real system. The two taken together
form the control flow of that instruction and are reflected in the flow path
of the corresponding process in the model. Thus the instruction and data

streams in the real system are replaced by a control stream in the model.
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The traffic for a simulator of the model, is derived from a
program execution trace by one of the methods to be discussed in Sec.
3.4.3. During simulation, however, no attention is paid to the actual data
used or produced by the program. Thus the model will be concerned only
with the data flow path (inasmuch as it is a portion of the control flow 3
path) and not with the data itself. Since only timing statistics are
important, the processing of a traffic unit by a resource in the model
consists solely of occupancy of the resource by the traffic unit for the

characteristic period of time for that resource in the real system.

3.4.2 Assignment of Logical Resources in the Model

The model associates a logical resource with combinations of
various steps in the execution sequence of an instruction. The processing
time of each resource is fixed by the combination of execution steps that
it represents. Each of these resources can process only one unit of traffic
at a time. Thus, the division of the execution sequence and assignment to
associated resources is made only as fine as needed to describe the degree
of concurrency possible in the system. For example, if there are two
distinct consecutive steps in the execution sequence which can never be
simultaneously in progress for two different instructions, and if the output
of the first step is the only input to the second step and to no other step,
then a single resource in the model is assigned to the combination of the
steps.

A consequence of this technique is that the model will have no
more resources than required to reflect system timing and dependency

accurately. This assignment reduces the model complexity significantly

over one which assigns a resource to each logical execution step. For
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example, a system with no concurrency, i.e., no instruction look-ahead
and no execution unit pipelining or parallelism, is modelled as a single
resource with variable, but deterministic, processing time.

3.4.3 Control Stream Generation

To exercise the simulator of the model, a control stream to be
processed by the simulator must be generated. Since the simulator does
not perform any stream computations, each stream instruction need only be
sufficiently described so as to enable the simulator to determine its
dynamic flow. This information would minimally consist of:

1) The static control flow path of the instruction, i.e., the
resources needed to process the instruction in the order that they are
needed. For example, in a concurrent system, some of the resources needed
by an instruction may be the instruction decoder, a particular execution
unit, a memory location from which an operand is to be fetched and busses to
transmit the operands to the execution unit,

2) The dependency of this instruction on instructions preceding it
in the stream. This information is necessary for the simulator to set up
the interlocks to ensure correct sequencing of the stream. The execution
of a program on a concurrent processor gives rise to three kinds of
dependencies [TJA70]:

a) Data dependency: this occurs when two instructions reference
the same operand location. In a concurrent system, they have to be processed

so that they reference that location in the correct sequence as dictated

by the program.
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b) Procedural dependency: this occurs when there is a

conditional branch instruction in the stream. Execution beyond the
branch cannot proceed until the branch decision is made and one of two
paths is chosen for execution.

c) Operational dependency: this is caused by two instructions

attempting to use a processor resource at the same time. This results in
a conflict that has to be resolved by some priority mechanism.

Thus, for a control stream to be executed by the simulator of
the model of a concurrent system, the data dependency information for an
instruction would point to the most recent instructions that read from
or wrote into the operand locations referenced by this instruction. The
procedural ‘dependency information would point to the most recent condi-
tional branch instruction which must be executed before this instruction
is executed. Note that the control stream represents a single execution
of a single program. Thus all activity following branches is actually
known by the simulator a priori. Execution is merely delayed until such
time as the branch would have been completed in the real system. The
operational dependency of the instruction is completely specified by its
static control flow path through the resources of the system.

3.4.3.1 Control stream generation from program traces

The instruction execution trace of a real program is gathered
while it executes on the real system that is to be modelled, or a compa-
tible system. Each instruction in the trace is then mapped into a contro
stream instruction, specified by the set of parameters needed to describe

it to the simulator. The static control flow path of each instruction is

28
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entirely determined by the types of operands that it uses and the operations
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that it performs on them. Data dependency information is gathered from

a simple forward scan of the trace by maintaining a list of operands

used and the most recent instructions that used them. This list need only
keep track of dependencies on a certain number of most recent instructions,
on the grounds that instructions further back would have completed
execution and will not delay instructions far ahead in the stream. For
every instruction, the data dependency information is then derived by
scanning the list for the operands used by this instruction and specifying
the most recent instructions to use those operands. The list is then
updated. Data dependency interlocks built into the simulator use this

information to prevent improper out-of-sequence usage of operands.

Procedural dependency is specified by the occurrence of conditional
branches in the stream, and their ''data dependencies' - thus, no extra
scanning of the trace is necessary to gather this information. Operational
dependency is specified by the static control flow paths of the instruc-
tions in the stream - here too, no extra scanning of the trace is

necessary.

3.4.3.2 Synthetic control stream generation

To synthesize a control stream, a comprehensive, yet tractable,
model of the workload has to be used as the base. One approach to modelling
the workload is by statistical means. The workload of programs in a given
environment can be characterized by a number of statistical distributioms.
The information obtainable from these distributions must be sufficient to
derive the main attributes of control streams described earlier. For
example, resource demands of the control stream can be derived from an

instruction frequency distribution. Data dependency information for
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instructions in the control stream can be derived from a distribution of
the number of intervening instructions between two instructions accessing
the same operands.

Procedural dependency arises from the occurrence of algorithmic
control constructs in programs. Almost all the branch instructions in
programs can be attributed to the occurrence of one of the following high
level language features: conditional constructs (if-then-else and case
statements), iterative constructs (for and while statements) and proce-
dures (calls and returns). Thus we feel that the procedural dependency
information for a control stream is best derived from distributions des-
cribing the occurrence of high level language features in that class of
programs. For example, iterative constructs can be described by distri-
butions of the iteration count and the length of the iteration (in
instructions).

We now outline a procedure for stream generation using these
statistical distributions. The instruction frequency distribution is
sampled, to decide the resource usage pattern of the next instruction in
the stream. If it is an instruction that can have a data dependency,
data dependency information is generated for it by sampling the data
dependency distributions. If it is a branch instruction, a high level
language construct will be generated, depending on the type of branch at

hand. For example, a branch-on-counter-condition instruction, such as

BXLE or BXH on the IBM 360, is most often used with for-loops by computers,

and will trigger the generation of a for~loop construct in this scheme.
This will include generation of an iteration count and the length of the

iteration (in instructions) from the corresponding distributions. A
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procedure similar to the above is then followed for generating the
instructions in the construct. When the entire construct has been
generated, the outer procedure for generating the main stream is continued.
The stream length is chosen by sampling the program length distribution

(in instructions), and the generation procedure is stopped when this length
has been reached.

The above procedure follows a first order approximation since it
assumes that there is no correlation between the occurrence of successive
instructions in programs. More refined procedures would replace the instruc-
tion frequency distribution by higher order distributions that describe the
occurrence of instruction pairs, triplets, etc.

3.4.4 Terminology Used in the Model Description

The simulator of the model was implemented in SIMULA [BIR73].
Consequently, much SIMULA terminology has been used in the description of
the model that follows. The basic time unit of the model is one clock cycle
of the CPU. The units of traffic flowing through the system are processes -
these are the dynamic entities of the simulation. A resource models some
consecutive stages in the execution process, as described in Sec. 3.3.2.

A buffer has the same function in the model as in the system - temporary
storage for a process while it waits for a certain event to occur.

When a process needs a resource, it gets control of the resource,
occupies it for the characteristic time of that resource and then relin-
quishes control of the resource. If the resource is not available, i.e.,
it is occupied by another process, the process waits, either in a buffer or,
in the resource that it is currently occupying, until that resource is freed

and this process has the highest priority among those waiting to use that

resource. As a consequence, a process frees a resource that it is occupying,
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only after it has acquired the resource that it needs next, or after
entering a buffer where it will wait for its next resource.
To model distinctive sections of the control flow path of an

instruction, different processes are used. Thus an instruction process

models the flow through the instruction unit and the execution units. An

operand process models the independent flow of an operand that the

instruction needs. A memref process models the flow through the memory unit

for any memory reference - an instruction fetch, an operand fetch or an
operand store. Thus the control flow of a single instruction may involve
the creation and termination of many processes, depending on its path.
Appropriate synchronization mechanisms have to be provided for communication
among all these processes. Further, the entity in the real system that a
process models may change with time. Thus an operand fetch from memory
involves the following sequence of actions:

a) The instruction process that needs the operand creates an
operand process to model the computation and the transfer of the operand
address to memory. This operand process may undergo delays due to resource
conflicts, data dependency, etc. The instruction process, in the meantime,
traverses its control flow path concurrently.

b) The operand process creates a memref process to model the
memory access and waits for it to return.

c) The memref process may undergo delays due to memory conflicts
etc. On completing the memory access, the memref process signals the parent
operand process and is terminated.

d) The operand process now models the actual operand to be trans-
ferred to the execution unit. After doing so, it signals the parent

instruction process and is terminated.
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In the description of the model, a process and the type of entity
that it models in the real system will be used interchangeably. For
example, "instruction" will be used in place of "instruction process,"
except when ambiguity may result. Further, in place of the pseudo-processing
that a model resource does, the function accomplished by the corresponding
resource in the real system is quoted for descriptive purposes. For example,
an instruction process will be described as being ''decoded in one cycle,"
whereas all that occurs in a simulation of the model is that the process
occupies the resource modeling the decoder in the real system, for one
cycle. In a similar manner, an instruction process will be quoted as
"fetching an operand from memory'" to denote the memory operand fetch sequence
described earlier.

3.4.5 Resources and Buffers in the Model

1) 1IBUF - the instruction buffer: holds pre-fetched instructioms.

2) IEX - the instruction extractor resource: extracts the next instruction
from IBUF in 1 cycle

3) IDEC - the instruction decoder resource: decodes the instruction sent

to it by IEX in 1 cycle.

4) FXIU - the fixed point unit instruction decoder resource: decodes fixed
point instructions in 1 cycle and executes fixed point loads and
stores.

5) FXEU - the fixed point execution unit resource: executes fixed point
computational instructions. Most of the instructions take

1 cycle, with multiplies and divides executing in 11 and 36

cycles respectively [RIS72].
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6) FLIU - the floating point unit instruction decoder resource: decodes
floating point unit instructions in 1 cycle and executes floating

point loads and stores.

7) FLADl and FLAD2 together constitute the floating point unit add resource:

Each represents one segment of a 2-segment pipeline that executes
floating point add instructions in 2 cycles, but can start a new
add operation every cycle.

8) FIMD - the floating point multiply/divide resource: executes floating
point multiply and divide instructions in 3 and 12 cycles
respectively.

9) The memory bank resources: each holds a memory reference process for a
number of cycles equal to the memory cycle time. The number of
banks is a model parameter.'

Figure 3.5 shows the interconnection of these resources and
buffers. The figure reflects the approximations made by the model to be
discussed in Sec. 3.4.9. Thus no busses are shown because, even though the
nominal bus transfer time of 1 cycle is included in the control flow, the
model assumes that there is never any contention for the use of these busses.
This is true of the operand address generation resource as well. The path
for branch instructions out of IDEC - indicates their termination after
execution, while the path for "aborted instructions'" out of IBUF, indicates
the termination for instructions that were not decoded because they followed
a branch that was taken.

3.4.6 Control Flow of an Instruction Process

The instruction process models the control flow of an instruction
through the instruction and execution units. We now describe the sequence of

events in the life of an instruction process. The description is not
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complete in all respects, for lack of space. Detailed documentation is
provided in the listing of the simulator program in Appendix B.

3.4.6.1 The flow common to all instructions

1) a) 1If the CPU is not in loop-mode, the instruction process starts
by making a memory reference to model the instruction fetch, i.e., it invokes
a memref process and waits for it to return from memory. When the memref
is done, the instruction enters the instruction buffer IBUF in its proper
place, i.e., that which maintains the program instruction sequence.

b) If the CPU is in loop~mode, no instruction fetch is necessary
and the process starts with the instruction in IBUF itself.

2) When it has reached the head of the queue of instructions in
IBUF, the instruction acquires the instruction extractor resource and leaves
IBUF. It then schedules a new instruction process to model the prefetch into
the vacant slot in IBUF. After 1 cycle in IEX, it acquires the decoder
IDEC, releases IEX and is decoded in 1 cycle.

3) At this stage, if any of the address registers needed for an
operand address computation by the instruction, is unavailable, i.e., has
not yet been updated by a previous, as yet uncompleted instruction, this
instruction waits in IDEC, delaying the instruction stream behind it.

4) 1f the instruction is not a branch, and needs an operand to be
fetched from memory, an operand process is created now. This process will
model the operand fetch from memory, and will return independently to the
execution unit to merge its control flow with that of the parent instruction
process.,

The above steps are common for all instruction processes. The
control flow of the process from this step on depends on the type of

instruction that the process models.




T e

37

3.4.6.2 Branch instructions

a) When the CPU is not in loop~mode:

a.l) If the instruction is an unconditional branch, the
instruction stream has to be switched to the branch target. The branch
instruction process causes the termination of all the instructions in IBUF
and all outstanding instruction fetches (see the '"aborted instructions"
path in Figure 3.5.). It then initiates new instruction fetches from the
target, and is then terminated.

a.2) If the instruction is a conditional branch, whose
decision depends on the value of the condition code, or a counting register,
there may be a delay before the branch decision is made. Since the system,

in this case, assumes that the branch will not be taken, in the model,

decoding continues in conditional mode. However, since the branch decision
is already known to the simulator, it decodes and issues the actual instru
tions following the branch in the control stream only if the branch will
not be taken and dummy instruction processes, if it will. Later, when the
branch decision is '"made," the conditionally forwarded instructions will be
activated or the dummy instructions cancelled, respectively. In the latter
case, IBUF is also emptied and new fetches from the branch target are initiated.
The branch instruction process is then terminated.

In both of the above cases, if the branch is taken and the target
is back along the instruction stream, at a distance from the branch location
that is smaller than the size of IBUF, the CPU is switched to loop~mode.

b) When the CPU is in loop-mode

b.1) If the instruction is an unconditional branch, the stream

has to be switched to the branch target, but no new fetches are necessary.

V.
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All that occurs is that the instruction at the target, which is already

in IBUF, is scheduled next for decoding. The branch instruction process
is then terminated.

b.2) For conditional branches, conditional mode is set until the
branch decision is made. However, the policy for conditional decoding of
instructions is reversed from that of the non-loop-mode case. The system ;
now assumes that the branch will be taken. Thus, in the model, actual
instructions from the target of the branch in IBUF are sent for decoding if
the branch will be taken, and dummy instruction processes, if it will not. :
When the branch decision is '"made,'" the conditionally forwarded instructions

will be activated, or the dummy instructions cancelled, respectively. In the

latter case, IBUF is emptied, loop-mode is turned off and new fetches from
the sequential path following the loop are initiated. The branch instruction
process is then terminated.

3.4.6.3 Fixed point instructions

1) After passing through the instruction unit as described in
Sec. 3.4.6.1, a fixed point instruction process is transferred in one cycle
to the fixed point execution unit. If it is a conditionally issued instruc-
tion, it cannot proceed for execution until the conditional branch that set

conditional mode has been decided.

2) When the instruction reaches the head of the queue of instructions
in this unit, it is ready for execution. Its subsequent control flow depends

both on its type and the type of architecture that is being modelled for the

fixed point unit. The latter is an overall model parameter and can take one ﬁ

of three values:
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a) Serial: 1In this architecture only one instruction may be in
process at a given time in the entire fixed point unit. 'Thus the instruction
gets control of the fixed point decoder FXIU, only after the previous fixed
point instruction has completed execution in the unit and transferred its
result to the appropriate destination.

b) Pipelined: In this architecture, the decoding in FXIU and the
execution in the execution unit FXEU, are pipelined. Thus, an instruction
can be decoded in FXIU, while the previous instruction is still using FXEU.
If the second instruction is a load or a store, and has its operand available,
it can proceed simultaneously and even finish before the first. 1If its
operand is not available, it waits in FXIU until it is, thus delaying sub-
sequent instructions. If the second instruction is not a load or a store,
and needs the FXEU to execute, it has to wait in FXIU, until the first has
finished execution. Further, when the second instruction needs the result
of the first instruction as an operand, it obtains that result from the
appropriate location, after the first instruction has transferred it there.

c¢) Dataflow: This architectural type models the floating point
unit architecture of the 360/91 as designed by Tomasulo [TOM67], and the
architecture discussed by Dennis [DEN74]. The FXIU, after decoding an
instructioﬁ, executes it if it is a load or store. If it is neither, the
FXIU deposits it in a buffer, that creates the effect of a number of virtual

execution units. These are called reservation stations in [TOM67]. The

FXIU is now free to decode subsequent instructionms.
The virtual units acquire control over FXEU (the real execution
unit) in the order in which they become ready for execution, i.e., when

they have received all their operands. Thus instructions that do not depend

on one another can be executed out of sequence. Further, when an instruction
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is completed and has a result to be transferred, it broadcasts the results
to all the virtual units that need the operand in the same cycle. This
eliminates a number of redundant operand transfers.

3) The instruction, after it gains control of FXIU, is decoded in
1 cycle. 1If it needs two operands, the instruction process itself models the
control flow of one of these - the register operand. If the other is a memory
operand, the operand process to model the fetch hias already been created (see
Sec. 3.3.6.1). 1If the other is a register operand, or if the instruction
needs only a single register operand, the instruction now creates an operand
process to model the control flow of that register operand.

If the register operand that this process now models is available, its
transfer to the execution unit or to the destination of a load or store instruc-
tion, takes one cycle. If any operand is not available, the action taken
depends on the type of architecture being modelled, as described earlier.

4) 1f it is a load, the instruction has now been completed. If it
is a store, a memref process is created to model the storing of the operand
in memory, at the end of which the instruction has been completed. If it is
neither a load nor a store, the process occupies FXEU for the required
execution time of the instruction that it is modelling. At the end of its
execution it transfers its result to the appropriate destination(s) in one cycle.

The instruction process is then terminated.

3.4.6.4 Floating point instructions

The control flows for floating point instructions are very similar
to those for fixed point instructions.

1) A floating point instruction is transferred from the instruction

unit to the floating point unit in one cycle. If it has been conditionally




k.
i
i
E

41

issued, it cannot proceed for execution until the branch that set conditional
mode has been decided. When it reaches the head of the queue of instructions
in this unit, it is ready to be decoded by the floating point decoder, FLIU.
2) Its subsequent control flow depends on its type and the type of
architecture being modelled. The three types of architectures are analogous
to the three types of fixed point unit architectures. However, there are
two execution units in the floating point unit; the floating point add unit
FLAD and the floating point multiply/divide unit FIMD. With this difference,
the three types are:

a) Serial: 40nly one floating point instruction may be in process
in the entire unit at any given time. Thus the FLIU can decode the next
instruction only after the previous instruction has completed execution,
and transferred its results to the appropriate destination.

b) Pipelined: 1In this architecture, decoding and execution are
pipelined. Thus decoding in the FLIU, an add in the FLAD and a multiply
or di-.¢ in the FLMD can proceed simultaneously. Loads and stores, which
are executed in the FLIU itself, may thus finish even before previous add or
multiply instructions, if their operands are available. 1If not, they hold
the FLIU, until the operands do become available. Adds and multiplies
decoded in FLIU, wait until their respective units are free before releasing the
FLIU. Results are transferred to their destinations, from where following
instructions can obtain them.

c) Dataflow: Both FLAD and FIMD have their sets of reservation
stations, which act as virtual execution units. The FLIU executes loads
and stores and deposits other instructions in the appropriate virtual
execution units. It can thus decode instructions at the rate of one every

cycle. 1Instructions in virtual execution units acquire the physical units,
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in the order in which they become ready for execution. After execution,

the result is transferred in one cycle to all the virtual units that need it.
3) After being decoded by the FLIU in one cycle, the instruction

obtains its operands and completes execution in the same manner as fixed

point instructions described in Sec. 3.3.6.3.

3.4.7 Control Flow of an Operand Process

The operand process models the control flow of operand fetches
which proceed in parallel with the control flow of the main instruction.

Since fixed point and floating point operand processes have analogous

control flows in their respective units, we present a common description of ;

both types.

If the process models a memory operand fetch, it has the memory
address computed in one cycle and is transferred to the memory unit in
another. In the memory unit, it waits until the most recent instruction
that needed that operand, for reading or updating, has used it. When this
data dependency has been resolved, it creates a memref process to model the
actual fetch of the operand from memory. When the memref process signals
this process on return, the operand has been fetched from memory and can be
transferred to its destination. The actual transfer depends on the type of

architecture being modelled. 1In serial and pipelined architectures, the

operand waits until the instruction that needs it has acquired the resources
necessary for its execution. 1In a dataflow architecture, the operand waits

until the instruction that needs it has acquired a virtual execution unit. :
In all the above cases it is then transferred to its destination, an

execution unit or a register, in one cycle.
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If the process models a register operand fetch, its control flow
again depends on the type of architecture being modelled. 1In serial and
pipelined architectures, it waits until the most recent instruction that
needed that operand, for reading or updating, has used it. When this data
dependency has been resolved, the operand is transferred to its destination -
an execution unit or a register - in one cycle. In a dataflow architecture,
if the operand is available for use, it is transferred in one cycle to its
destination. If not, it will be transferred automatically to the virtual
execution unit, when the most recent instruction that needed to update it
has been completed. Thus the operand process need not wait for data
dependency to be resolved.

At this stage, for both register and memory operands, the process
signals its parent instruction that the operand has been delivered and is
terminated.

3.4.8 Control Flow of a Memref Process

The memref process models the control flow of any memory reference
through the memory unit. When it is invoked, the address of the memory
reference has already been transmitted to the memory unit. The memref process
waits until all previous references to the memory bank that is addressed by
this process, have been completed. When the bank is available, this process
occupies it for a number of cycles equal to the memory access time being
modelled. It then signals the parent process that invoked it that the access
is complete. After this, it continues to occupy the bank until a number of
cycles equal to one memory cycle time have passed since its initiation.

It then releases the bank, and is terminated.
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3.4.9 Approximations Made in the Model

A number of approximations were made in building the model, in
order to keep it tractable. Further, experience gained from the more
detailed model in [KUM76a] indicated that a number of features had a
negligible effect on the system performance. We now list some of these
approximations.

1) Except for the instruction buffer, all the system buffers are
assumed to be unbounded in size. This is reflected in the description of
the model, where processes are never delayed because of buffer overflow.
Evidence from the more detailed model indicates that buffer overflows rarely
occur in the system as the buffer sizes in the original system are generally
adequate, yet not costly. However, keeping the instruction buffer bounded
is the most effective way of keeping the instruction supply rate in the
model close enough to that in the system.

2) Conflicts for busses that transfer data are neglected. 1In
effect, the model assumes an unbounded number of copies of all busses.
Since bus conflicts play a very small role in performance degradation, this
is not a very serious approximation.

3) 1In the system, each instruction fetch returns a double word
(8 bytes) from memory. This double word can contain from one to four
instructions. In the model, a separate fetch is needed for every single
instruction. This is a very serious approximation, and was made solely to
keep some higher level models tractable. We have not examined the effects
of this approximation very carefully.

4) 1In the system, when a conditional branch is decoded, two double
words are fetched from the branch target, as a hedge against an incorrect

branch prediction. In the model, this feature is absent.
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5) 1In the system, the memory unit checks the address of each
incoming fetch request against the addresses of ongoing fetches or stores.
If there is a match, the second fetch can be honored almost simultaneously
with the previous reference to the same location. This is called the

multi-access feature [BOL67]. In the model, this feature is absent. This

assumption reflects evidence from the more detailed model [KUM76a] that
multi-access occurs fairly infrequently and does not affect performance to
a considerable extent.

In view of the above approximations, and the lack of evaluation
of their impact on the accuracy of model predictions,it would be more

realistic to say that the system being modelled is a system very much like
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the IBM 360/91.

3.4.10 System and Model Parameters

To study system performance as a function of various system
architectural parameters, a number of these system parameters were
parameterized in the control stream model as well. The model parameters

that can be explicitly specified are:

1) mc - the memory cycle time (in CPU clock cycles). For simplicity,

the memory access time is assumed to be 5/6 of the memory
cycle time.

2) mb ~ the number of memory banks, i.e., the depth of memory
interleaving.

3) ib - the size of the instruction buffer IBUF.

4) fx ~ the fixed point unit architecture. The values associated
with the three types described in Sec. 3.3.6.3 are:
Serial il

Pipelined :2
Dataflow :3
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5) f4 - the floating point unit architecture with the same
association of values with types as for fx.

6) 4m - the loop-mode feature. The value assigned to 4m is:
0 - if no loop-mode capability exists.
1 - if the loop-mode capability exists.

It should be noted that the bandwidth of each of the major units -
the instruction unit, the memory unit, the fixed point unit and the floating
point unit - is affected by at least one parameter in the above set.
Further, the values associated with the execution unit architecture types,
increase in the expected direction of increase of bandwidth.

Besides these, a number of other architectural parameters can be
varied by simple changes to the simulator program. These include execution
times of various resources, priority mechanisms for scheduling various
resources, etc.

3.4.11 Performance Measurements Using the Model

As discussed in>the previous sections, the model is used in the
construction of a simulator, which is driven by program execution traces.

A wide variety of performance statistics can be gathered during the simu-
lation.

For example, suppose this model is to be used to calibrate a
queueing network model of the system. From a knowledge of what the servers
comprising the queueing model accomplish, different points in the control
flow paths of the processes of the control stream model can be identified as
the points of entry and departure of these servers. At these points,
statistics can be gathered regarding server arrival and departure rates

and counts. These statistics can be used to calibrate the queueing model.
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£ If an analytical model is to be built relating some overall per-

iy

formance measure such as system throughput or memory utilization, to the
system parameters, the appropriate performance statistics can easily be |

gathered from simulations of the control stream model, for the required

settings of the system parameters.

The performance measure that was most frequently used in the %
study, is the average system instruction throughput. This is defined 3
as the average number of instructions that were completed per CPU cycle,

over the run of the program. This was approximated in the model, by the !

average number of instruction processes that terminated normally per

simulator cycle. Normal termination excludes those instruction processes

that were flushed from the system following a branch, as well as those
dummy instruction processes that were conditionally decoded following a
wrongly predicted corditional branch. This throughput is measured very
simply in the model by dividing the total number of instruction processes
that terminated normally, by the number of simulator cycles needed to

execute the program trace.

3.5 An Analytical Performance Model of the System

In this section we will describe an analytical performance model

of the system chosen for study. The model attempts to describe the per-
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formance measure of greatest interest - system instruction throughput =~ as
a function of the system parameters listed in Sec. 3.4.10. Statistical

regression techniques are used to estimate this function. For an excellent i
introduction to regression theory, see [DRA66]. [TSA72] is an illuminating

example of the application of regression modelling to computer system

performance evaluation.
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3.5.1 1Introduction to Regression Theory

Analytical model building by regression analysis involves an
iterative search for a mathematical expression relating a dependent variable
Y, called the response, to a set of independent variables Xl, Xy eake Xn’
called the factors,on the basis of observed data. Since the functional
relationship may, in general, be complex, a summarization of the relation-
ship is achieved by:

a) Selecting a small but relevant subset of the independent
variables for inclusion in the expression.

b) Choosing a simple but plausible mathematical form to express
the relationship. A common form to choose is the linear form, in which the
expression is linear in its parameters. A further simplification is the
first-order model, in which the highest power of any factor that occurs in
the expression is one.

3.5.1.1 Linear regression models

In theory, the entire set of observed data can be fitted exactly
by a linear model of the appropriate order. For example, a linear quadratic
model involving three factors is

3 3 3. 3

2
Y=8,+2 P.X. +Z B, X+ T T B,.XX
0 jop Lo, TiE j=] jui+l > 5 i |

This model,which has 10 parameters, can be used to exactly fit data from less
than 11 observations. However, such a model may have very poor validity at
points other than those at which the observations have been made. Further
the interpretation of higher order interactions is usually rather difficult.
In practice, therefore, it is preferable to start with a linear first-order

model and to progressively introduce higher order interactions only if they
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greatly increase the precision of the model. A good example of this approach

is found in [TSA72]. A linear first-order model of the above system is
T=fy+ ﬁlxl + 82x2 - B3x3

3.5.1.2 Calibration of regression models

Calibration of say, a linear first-order model consists of estimation

of the Bi's, from data observed about the system. The estimation procedure

is that of least square error. Suppose we have n observations of a system

response Y to which a linear first-order model involving one factor X1 is to
be fitted. Let the observations be (Xi, Yl),... (XT, Yn). The response value

predicted by the model at the factor value Xi is

AL _ i

Y Bk B.X]
Thus the sum of the squares of the deviations of the model predicted responses
from the system responses is

& el
S =% (Y -Bo-slx

2
3
i=1

For least square error, BO and Bl are assigned values which minimize S. This

is done by solving the equations

3s G vl i
=-2% (Y -B.-B.XD)=0
aB'o' o g "1t
and °s_ . -2 ; iyl -8 - g.x1y = 0
%8, gui 1 R

which yields the least square estimates of 50 and Bl'
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The above procedure is easily generalized to models of higher
order as well as to non-linear models.

3.5.1.3 Regression algorithms

The most widely used regression model building algorithm is the
stepwise regression procedure described in [DRA66]. In this procedure,
factors are introduced into the regression equation in the decreasing order
of their partial correlation with the response. However, a factor is
introduced only if its correlation with the response is above a significance
level that is specified by the model builder. Moreover, when a factor is
introduced, the contributions of factors that had been introduced before are
re~-assessed, and some of these may now be rejected from the model. Thus the
final model will contain only those factors whose correlation with the
response is above the significance level specified by the model builder, and
which are not strongly correlated with each other.

The detailed procedure involves analysis of variance and other
statistical techniques, which are beyond the scope of this report. [DRA66]
is an excellent reference for these methods.

3.5.2 The Analytical Model of the System

The analytical model of the system 360/91, that was chosen as
the high level of the 2-level hierarchy, expresses the system instruction
throughput, as defined in Sec. 3.4.11, as a function of the six system
parameters described in Sec. 3.4.10. The model chosen was a linear, first-
order model. However, to achieve a better fit with the low-level model
predictions, as well as to reflect the actual range of values usually
chosen for some system parameters, these parameters were represented in

various functional forms in the analytical expression. Thus, since most

systems are designed with the number of memory banks and instruction buffer
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slots chosen as powers of 2, these parameters were represented in the
logarithmic form in the analytical model.

The analytical model is thus expressed by the relation:

sit = B, +8;- mc+62-1°g2mb +8,-log,ib +B, +Ex +B - £4 (1)
where:

Sit = average system instruction throughput

ﬁi = model parameters that are estimated by the regression procedure.
mc = memory cycle time

mb = number of memory banks

ib = instruction buffer size

fx = the fixed point unit architecture parameter

f4 = the floating point unit architecture parameter.

The 4m parameter is handled by building separate equations as in (1) for
4m = 0 and 4m = 1,

As is characteristic of models at the high end of the hierarchy
the accuracy of this model is expected to be good only in restricted regions
of the system parameter space. However, its evaluation is trivial - once
the Bi's are known, i.e., once the model is calibrated, the performance
prediction for a set of system parameter values is obtained by plugging
these values into equation (1).

3.5.2.1 Model calibration

Given a set of n observations of throughput, sitj, at the system

parameter setting (mcj, mbj, ibj, ij, fzj) (j=1,...n), the calibration

procedure estimates the 5i's (i=0,...5) of the regression equation(l).

The procedure uses the stepwise regression algorithm mentioned in the

ettt s itk e it
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previous section, with some simplifications tailored to the specific use
of the model.

Since the model is to be used in system design or optimization,
it must indicate values for all the system parameters in the final system.
This implies that all the system parameters must appear in the expression
for performance. Thus, the usual statistical significance test that is
applied to decide which factors should appear in the regression equation
is bypassed; instead all the factors are forced into the equation.

Further, as the outline of the optimization procedure in Chapter 2
suggests, the model needs to be accurate only in the system parameters
sub-region of immediate interest. This is because of the continual process
of re-calibration as the procedure explores the system parameter space. Thus
at the initial stages,even if the model is not statistically significant
(see [DRA66]), at some reasonable level of confidence, it will be accepted,
since it is reasonable to expect that as more recalibration is done, the
accuracy of the model, in local regions, will improve. Consequently, the
statistical tests for significance of regression and for lack of fit using

replicated observations [DRA66] are not performed. Thus the regression

procedure is used solely for the least squares estimation of the Bi's.

s h
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CHAPTER 4

SYSTEM OPTIMIZATION USING THE PERFORMANCE MODEL HIERARCHY

4.1 Introduction

In the last chapter, we introduced the CPU-memory subsystem of
the IBM System 360/91, as the system chosen for the case-study of the
hierarchical approach to performance evaluation. We presented a functional
description of the system, and two models - a control stream model and an
analytic performance model - of the system. In this chapter, we discuss
the construction of a hierarchy composed of these two models. We 'so

describe a procedure that uses the hierarchy to design an optimum system.

4,2 System Optimization Objectives

The techniques described in this chapter can be used to optimize
a system configuration with respect to any objective function that involves
system performance. In our study, we chose cost/performance ratio as the
objective function to be minimized. Other objectives that may be considered
by a system designer include maximizing system performance subject to an
upper bound on system cost, and minimizing system cost subject to a lower
bound on system performance.

We will use the performance model hierarchy to estimate the
performance component of the objective function alone. We will assume that
the other components of the function can be estimated with the desired

accuracy.

4.3 Application of the Hierarchical Approach

In Chapter 2, we introduced the concept of a performance model
hierarchy as an efficient tool for exploring a computer system parameter

space. Its efficiency arises from the two main features of the hierarchy:
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1) The accuracy of performance predictions increases as we go

down the hierarchy.
2) The computational cost of prediction increases as we go
down the hierarchy.

The latter feature demands that a high-level model be used for
performance prediction in any optimization loop, so as to keep down the
computational cost of the optimization procedure. The former feature ensures
the accuracy of the procedure, by providing a low-level model as the basis
for re-calibration of the high-level model after every iteratiom of the
optimization. The optimization is then repeated till the predictions of the
two models converge.

4.,3.1 Roles of the Models in the Hierarchy

From the discussion above, it is clear that the two models play
distinct roles in the hierarchy. The control stream model serves to mark
with great accuracy points on the performance surface in the six-dimensional
system parameter space. The analytical model attempts to use as many of
these points as necessary to obtain an approximation to the surface in a
local region of the space. In fact choosing a linear, orthogonal (first-
order in all its factors) analytical model, chooses a hyperplanar approxi-
mation to the performance surface in that region. It would be expected
that this approximation is quite gross over large regions of the space.
However, the optimization procedure relies on three factors to make this
approximation palatable:

a) Constant re-calibration, i.e., using the control stream model
to fill in a new point on the surface with every iteration of the optimization

procedure. This causes the hyperplanar approximation of the analytical model

e ——l]




to change, as new points appear on the surface in the region currently
being explored, or as the optimization procedure shifts to new regions
in the space.

b) As the optimization procedure zeroes in on the optimum,
the region of interest shrinks in size, making the hyperplanar approxi-
mation increasingly better, in that region.

c) 1In the optimization procedure, the hyperplane model, i.e., ;
the analytical model,will be used primarily to indicate the preferred

direction of movement on the surface toward the optimum. It will have a E

smaller part in deciding the magnitude of the movement in that direction.
These points will be elaborated upon in later sections. 1In
the discussions to follow, the analytical model will also be referred to

as the hyperplane model or as the hypernlanar approximation.

4.4 The Optimization Procedure

We now describe a systematic procedure for exploring a given
system parameter space, to optimize an objective function that involves
system performance. The description will be in terms of a general system
parameter space, with the case-study being used to illustrate the concepts
developed.

4.,4,1 Definitions and Overview

The procedure that determines the optimum system is called

the global optimization procedure. The points in the space for which the

performance has been evaluated using the low-level model are called

calibration points. The set of calibration points is called the calibration

set. One point in this set is singled out as the reference system.

This system is the focal point in the region that is currently being explored

by the global procedure.
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Each iteration of the global optimization procedure consists of

the following steps:

a) A local optimization procedure is applied to the objective

function using the current version of the analytical model. This will
usually be a standard multi-dimensional, real-variable optimization

procedure.

b) A movement rule is invoked to determine the new reference

system from the old reference system and the prediction of the local

optimization procedure.

c¢) A stopping rule is invoked to see if the global procedure has

converged.

d) 1If it has not converged, a recalibration procedure is applied

to the calibration set to recalibrate the analytical model at the new
reference system using a subset of the calibration set called the recali-
bration set. This may involve evaluating the performance of the new
reference system using the low-level model.

Once the global procedure has converged, a sensitivity analysis

procedure is invoked to probe the region near the optimum. This is both for
the purpose of identifying the true optimum in the local region to which the
global procedure has converged, as well as to determine the sensitivity of
the objective function to the various system parameters near the optimum.
For the first iteration of the global procedure, an initial cali-

bration set and an initial reference system must be supplied. Figure 4.1 is

a flowchart depicting the various steps of the procedure. We elaborate on

each of these in the sections to follow.
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Figure 4.1 The global optimization procedure.
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4.,4,2 System Parameter Metrics and a Multi-dimensional Grid in the Space

Since the hyperplane model approximation to the performance
surface is expected to improve for smaller regions of calibration, the
concept of distance in the system parameter space becomes important. Thus,
recalibration with respect to the reference system should only involve
points from the calibration set that are close to that system. To quantify
distance in the space, a metric has to be defined for each system parameter
dimension. The metric must be chosen in such a manner that distances along
individual dimensions can be combined to yield a reasonable estimate of
overall distance in the space.

Often, it is most convenient to choose the metric along each
system parameter dimension to reflect the maximum resolution possible in the
set of values that the parameter can realistically assume. Thus, in our
case-study, the metrics were chosen as shown in Table 4.1. Distance in the
space is then defined as the standard n-dimensional Euclidean distance. For
example, in our case-study, the distance between two systems with parameters

(mc, mb, ib, fx, ££, 4m) = (<, 64,8, 3,2, 1) and (7, 16, 32, 1, 2, 0) is:

[(7-5)% + (4-6)% + (5-3)% + (1-3)% + (2-2)% + (0-1)%] = /17 metric units.

By this definition of a metric along each dimension, we have laid
a multi~-dimensional grid on the system parameter space, with points of the
grid spaced one metric unit along each dimension. Each grid point now
represents a realistic system configuration. The goal of the optimization
procedure is to identify the grid point which represents the optimum system.

4,4,3 The Initial Calibration Set

If the global optimization procedure can be shown to converge to

the global optimum system regardless of the starting point, the initial




Table 4.1 - Metrics for the System Parameter Dimensions

System Value in Value in
Parameter natural units metric units
me me CPU cycles me
mb mb banks log mb
ib ib buffers log ib
fix fx architectural fx
units
(see section 3.4.10)
fl f1 architectural fl
units
Im Im architectural Im

units

59
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reference system could be arbitrarily chosen. Since this may not be the

case, the choice of the initial reference system may have to be based on

intuition or experience, or be fixed by other cost or performance constraints.

In our case-study we arbitrarily chose the point that matches the existing
360/91 as the initial reference system. This system shall henceforth be

referred to as the normal system.

An initial calibration set must then be chosen around the reference
system. Since this is the calibration set for the first iteration of the
global optimization procedure, it must be chosen so as to yield enough
information for a reasonable fit of the hyperplane model in the region around
the initial reference system. This implies that there should be points on
either side of the reference system along each dimension. In our case-study,
we chose a very sparse set consisting of systems each of which had a change
in only one dimension from the reference system. Table 4.2 lists the initial
calibration set chosen for the case-study. This is repeated for 4m = 0 and
4m = 1 as will be discussed in Sec. 4.5.1. The parameter values are given in
the natural units listed in Table 4.1. This will be the practice through
the rest of this report.

The control stream model is then used to predict system perfor-
mance at all the points of the initial calibration set. These points on the
performance surface are then used to calibrate the analytical performance
model to be used in the first iteration of the global optimization procedure.
The calibration is done as described in Sec. 3.4.2.1.

4,4,4 The Movement Rule

Since the local optimization procedure is supplied with a very

approximate evaluation of the objective function, viz, one involving the

hyperplane model, its predictions must be used carefully to prevent the global

et cis
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Table 4.2 -Initial Calibration Set and Reference System

System System Parameters
me mb ib fx fl
Reference
System
1 12 16 8 1 3
f 2 6 16 8 1 3
| 3 18 16 8 1 3 1
4 12 8 8 1 3 ’
, 5 12 32 8 1 3
! 6 12 16 8 2 3
7 12 16 8 2 3
8 12 16 8 1 1
9 12 16 8 1
10 12 16 4

—_
w w N

-
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procedure from making wild excursions. For a simple example to illustrate
this, consider the unidimensional performance function P(S) in Figure 4.2. #
The analytical model for this dimensionality is a straight line. When the

model is M, about the reference system Sl,~its range of validity Rl’ is

1
much larger than the range R2, of the model M2 about the reference system SZ'
Thus movement must be much more restricted when the optimization uses the
model M2 than when it used Ml' Even when using the model Ml’ movement
must be somewhat restricted to prevent it from going outside the range Rl'

In the optimization of the case-study system the following move-
ment rule was adopted. When the local optimization procedure arrives at an
optimum based on the current analytical model, the reference point is shifted
one grid point (in metric units) along each dimension in the direction that
the predicted optimum is located with respect to this reference point. This
is done regardless of the magnitude of the distance between the reference
point and the predicted optimum.

The restriction of the movement to one grid unit prevents excursions
beyond the range of validity of the analytical model. However the enforced
movement, regardless of the magnitude predictions of the local optimization

procedure, forces the procedure to make a rough exploration of as much of the

objective function surface as possible in the initial stages, before zeroing

in on a particular region as the most promising one for finer exploration.
Examples of the application of the movement rule are given in Table 4.3. It
should be noted that the movement along the mc dimension is three metric units
in the first example and one metric unit in the second. This is a consequence

of the adaptively varying metric unit adopted for the mc dimension, to be

discussed in Sec. 4.5.2.
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Figure 4.2 Validity of the analytical model in different regioms.
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Table 4.3 - Application of the Movement Rule

Starting
reference system

Optimum system
predicted by
hyperplane
model

New reference
system

Starting
reference system

Optimum system
predicted by
hyperplane
model

New reference
system

64
System Parameters
me mb ib X 1
12 16 8 1 3
9.6 63.9 31.9 2.9 0.7
9 32 16 2 2
Example 1.
6 32 16 2 1
4.2 38.4 12 35 1.6
5 64 8 3 2

Example 2.

e o
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4.4.5 The Stopping Rule

When successive iterations of the global procedure cause an
oscillation of the reference point between two calibration systems, the
procedure is deemed to have converged and is stopped. To understand this,
let us consider the cost/performance function of one system parameter in

Figure 4.3. Suppose the n-th iteration of the procedure using model Ml’
at the reference system s1 causes a movement of the reference point to SZ'

Let the recalibrated model at S, be M, which, on the (n+ l)st iteration

2 2

dictates a movement of the reference point back to S It S2 already

1
existed in the calibration set at the n-th iteration, the situation now

is exactly the same as at the n-th iteration. Thus the (n+2)Rd iteration

must cause the reference point to move back to S The procedure would thus

2
oscillate forever between S1 and SZ' It is therefore stopped.

4.4.6  Heuristic Algorithms for Recalibration of the Analytical Model

For each iteration of the global optimization procedure, the
reference point is moved to a new system by the application of the movement
rule described in Sec. 4.4.4. If the new reference system is not a cali-
bration point, the low level model is used to accurately evaluate the per-
formance at this system, which is then added to the calibration set. The
analytical model is then recalibrated at this reference system choosing an
appropriate recalibration set. This possibly new hyperplanar approximation
is used in the next iteration of the global optimization procedure. In
this section, we discuss algorithms for performing this recalibration.

4.4.,6.1 Calibration requirements

For the hyperplane model to be a good approximation, information

local to the region around the reference system must be used in the
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recalibration. Thus the set of points chosen for recalibration must
satisfy the following two criteria.

1) Along those dimensions for which the reference system does not
have an extreme value, i.e., calibration points exist on either side of the
reference system along that dimension, the point closest to the reference
system each direction along that dimension must be in the set.

2) Along dimensions for which the reference system does have an
extreme value, i.e., no calibration point has a value beyond that of the
reference system in one direction along that dimension, the point closest
to it in the other direction along that dimension must be in the set.

For example, the minimum recalibration set for the grid points
of Table 4.2, with system O as reference, will not include systems 7 and 8,
since system 0 has extreme values along the fx and f{ dimensions and
systems 7 and 8 are not the closest ones to 0 along those dimensions.

These two criteria are used by the two recalibration algorithms
to be discussed now.

4.4.6.2 Multi-dimension Recalibration Algorithm

In this algorithm, all the calibration points are ordered in
increasing order of their distance from the reference system. Systems for
the recalibration set are chosen in this order, until the above two criteria
are satisfied for all the dimensions. At this stage, any other points that
are at the same distance from the reference system as the point in the
recalibration set at the maximum distance from the reference system are also
included in the set., This recalibration set is then used by the multi-
dimensional regression procedure, described in Sec. 3.4.2.1, to estimate

the Bi's of the analytical model. 1If the cardinality of the set is

insufficient for the regression procedure to estimate all the model parameters,

|
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further points are added to the set in the increasing order of their distance
from the reference system, until the cardinality is sufficient.

Table 4.4 shows the results of an application of this recalibration
algorithm to the case-study system. Notice that the grid unit distance in
the mc dimension is six cycles in this example. The reason for this is
explained in Sec. 4.5.2. The lower half of Table 4.4 shows percentage
errors between the observed throughput values from the control stream model
and the fitted throughput values from the analytical model. Thus, for the
systems in the recalibration set in this example, this algorithm achieves
an upper bound of 2% on the absolute regressiom error.

It should be observed that the algorithm as described chooses the
smallest local region containing the calibration points needed to satisfy
the criteria of Sec. 4.4.6.1, This is the implementation of the philosophy
of using the analytical model to make only local predictions. Including
more systems than the above minimum, would decrease the locality of the
model and increase the regression error bound of the algorithm.

4,4.6.3 Individual Dimension Recalibration Algorithm

In this algorithm, system clusters are identified separately for
each dimension. These clusters are then used to calculate the slope,i.e.,

the Bi’ along that dimension, independently of the other dimensioms.

The clusters are formed in the following manner. For each dimension,

the point or points closest to the reference system along that dimension,
according to the two criteria of Sec. 4.4.6.1 are first included in the
cluster. If there is more than one candidate for these nearest neighbor

points, the one that is the closest to the reference system in the

n-dimension Euclidean sense defined in Sec. 4.4.2 is selected. Next, all
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Table 4.4 - Multi-dimension Recalibration Algorithm

Calibration set: 00 02 03 04 05 06 07 08 09 10 11 27
Loopmode: 1 (on)

Reference system: 27

mec grid metric: 6 CPU cycles

Distance of systems from reference system:
System me mb ib fx fil

27 0.00 0.00 0.00 0.00 0.00 0
5 0.33 0.00 -1.00 -1.00 1.00 0
6 0.33 -1.00 -1.00 0.00 1.00 0
9 0.33 ~1.00 ~1.00 -1.00 0.00 0

11 0.33 ~-1.00 0.00 -1.00 1.00 0
0 0.33 ~1.00 -1.00 -1.00 1.00 0
7 0.33 ~1.00 -1.00 1,00 1.00 0
8 0.33 -1.00 -1.00 -1.00 -1.00 0
2 -0.67 ~-1.00 -1.00 -1.00 1.00 0
3 .35 ~1.00 -1.00 -1.00 1.00 0
4 0.33 ~-2.00 -1.00 -1.00 1.00 0

10 0.33 -1.00 -2.00 -1.00 1.00 0

Re-calibration set: 27 5 6 9 11 @ T 8 2
Hyperplane model coefficients:
Constant me mb ib £y
0.28991 -=0.01287 0.01939 0.00425 0.01094

Error in hyperplane model predictions of throughput:

System Observed Predicted %Error
27 0.30965 0.31226 -0.84
5 0.28156 0.27895 0.93
6 0.26681 0.27050 -1.38
9 0.24924 0.25195 -1.09
11 0.26642 0.26381 0.98
0 0.25669 0.25956 -1.12
7 0.28458 0.28144 el
8 0.24699 0.24434 1.08
2 0.33764 0.33677 0.26
3 0.20186 0.18235 9.66
y 0.22391 0.24018 -7.27
10 0.19933 0925551 -28.09
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points within the hypercube defined by the reference system and the nearest
neighbor points are included in the cluster. Thus the cluster may contain
points that differ from the reference system in dimensions other than the
one under consideration. Let there be m such dimensions. The points in
the cluster are used by the multi-dimensional regression procedure of
Sec. 3.4.2.1 to fit a (m+ 1) factor regression equation with the dimension
of interest being forced to appear in the regression equation. That coeffi-
cient alone is taken from the resultant regression equation, and used as
an estimate for the B along that dimension.

This procedure is repeated for each of the dimensions. Once the
B.'s have been estimated for each dimension, B

i 0

the analytical model to exactly match the performance of the reference

is calculated by forcing

system.

Table 4.5 shows the results of the application of this algorithm
to the same set of calibration points as in Table 4.4. For example, along
the mc dimension, systems 5, 6, 9, and 11 are the nearest neighbors of the
reference system 27 on the right, while system 2 is the nearest neighbor
on the left., These define a hypercube with dimension ranges (-0.67 to 0.33,
-1 to 0, -1 to 8, -1 to 0, 0 to 1) in metric units. Since system 0 is
inside this hypercube, it is included in the cluster for recalibration of
the mc dimension.

It can be seen that the precision of this recalibration algorithm
is far worse than that of the multi-dimension algorithm. In this example,
the individual dimension algorithm achieved an upper bound of 10% on the
absolute error for systems that occur in some cluster, as compared to 2%

by the multi-dimension algorithm. In fact in all the examples that were
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Table 4.5 - Individual Dimension Recalibration Algorithm

Calibration set: 00 02 03 04 05 06 07 08 09 10 11 27
Loopmode: 1 (on)

Reference system: 27

mc grid metric: 6 CPU cycles

Distance of systems from reference system:
System me mb ib fx )il 1m Norm~2

27 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.33 0.00 -1.00 -1.00 1.00 0.00 .1
6 0.33 -1.00 -1.00 0.00 1.00 0.00 3.1
9 @.33 -1.00 -1.00 -1.00 0.00 0.00 3.1
11 0.33 -1.00 0.00 -1.00 1.00 0.00 3.0
0 0.33 -1.00 -1.00 -1.00 1.00 0.00 4,11
7 0.33 -1.00 -1.00 100 100 0.00 4.11
8 0.33 -1.00 -1.00 -1.00 -1.00 0.00 U
2 -0.67 -1.00 -1.00 -1.00 1.00 0.00 4,44
3 133 -1.00 -1.00 -1.00 1.00 0.00 5.78
Yy 0.33 -2.00 ~1.00 -1.00 1.00 0.00 e bl
10 033 -1.00 -2.00 -1.00 1.00 0.00 ik
Individual dimension clusters:
E: Parm Systems
e me 0 2 5 6 g 11 - 27
: mb 0 5 6 QRS2
ib 0 5 6 GRS TS 2T
fx 0 5 6 14 G R 2T
fl 0 5 6 8 GRS T

Hyperplane model coefficients:
Constant me mb ib fx fi
0.20595 -0.01307 0.02859 0.01345 0.01395 0.00485

Error in hyperplane model predictions of throughput:

System Observed Predicted %Error
0 0.25669 0.23232 9.49
2 0.33764 0.31074 7.97 |
3 0.20186 0.15390 23.76 |
4  0.22391 0.20373 9.01 :
5 0.28156 0.26091 Te33
6 0.26681 0.2u4627 it s
i 0.28458 0.26022 8.56 :
8 0.24699 0.22262 9.87 1
9 0.24924 0.22747 8.73
10 0.19933 0.21887 -9.80
1 0.26642 0.24577 TT5
21 0.30965 0.30960 0.00
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tried, this method had a larger error bound. The reason would appear to be
that the individual-dimension algorithm neglects some factor interactions
because of the piecemeal approach, whereas the multi-dimension approach
tries to fit an overall model that approximates the interactions as best
as it can. Consequently, the multi-dimension algorithm was the one chosen
for the recaliusration procedure of the analytical model.

4.4.7 Bounding the Error of the Analytical Model

To control the global optimization procedure even further, an
upper bound can be computed for the prediction error of the amalytical
model at each iteration. If the error exceeds the bound, the predictions
of the procedure can be further checked or the procedure itself modified.
We now develop an expression for a conservative bound, that can be used
for this error checking.

;Q Let us represent points in the system space by the vectors
S = (sl""SS)’ Let the actual performance and cost surfaces be P(S) and
C(S),respectively, both of which are positive. Let the objective function,
which is to be minimized be £(S) = C(S)/P(S). Let the reference system,

at which the local optimization procedure begins, be Sr = (s 8

rS)'

Then the direction of movement of the procedure should be given by the

rl’’

gradient of £ at Sr' Thus, along the i~-th dimension,

- £ (S)
VEL(sr) s

o, s
-~

.2 L8
3s, P(S))ISr

IS ds, S
' i

2
[(P(s,)]

T

L N— - ‘ | ET— RS — ———
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c(s,) - VR, (5.) - B(S)) - Vci(sr)

2
[B(s,)]

where VP.(S.) = %2£§l‘ 3
P s, 3
l Sr ;
and vC.(S.) = §9£§1| : ;

Ty asi S

r

R o AT

Assuming that the cost function is orthogonal, but not necessarily first

order, in its parameters, let

VCi(Sr) = ki(sri> g

In optimization using the analytical model, the cost function is
assumed to be exact. However VPi(Sr) is approximated by Bi’ the i-th
coefficient of the regression expression. Assuming that P(Sr) is predicted

exactly by the analytical model, the approximation to vfi(sr) is

C(s) « By - B(S) « ky(s)

((s,)1

Vfi(st) =

Thus, the bound on the error of Bi is such that vfi(sr) and efi(sr) have the
same sign, so as to cause the local optimization procedure to move in the
correct direction along the i-th dimension. Applying theorem A.l (see

Appendix A), this is satisfied if

le@s,) « T,(s)) - c(s) - B

< lees,) - VB (5) - P(S) - k(s ],

educes O

P(Sr)
C(Sr)

-8, <|vp (s - c Kk | . (4.1)

1 (559)
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However, to use this bound on the error in 51, the value of

vPi(Sr) is required. This can be approximated by considering the broken
hyperplane approximation to the surface. For example, consider the one-
dimensional analytical model in Figure 4.3. Let my and m, be the slopes

of the two segments of the broken straight line approximation to the curve,

that pass through Sr' Then vPi(Sr) may be roughly bounded by:
m > VP, (S) 2 m,.

If, for VPi(Sr) in inequality 4.1, we substitute an estimate based on m,
and m, the bound can be used in practice. The estimate can be chosen so
as to develop either a worst-case bounding condition or an average bounding

condition. Thus the worst case inequality that bounds Bi is:

max(lml =1 Bil’ |m2 = Bll)

P(Sr) . ki(sri)l
c(s,) L%

< min(\m1 -

P(Sl':) 2 ki(sri)

- A c(s,) b -

|m

A more optimistic bounding inequality would be:

g

|mean@,, m,) - 8, |
P(Sr) . ki(s )

ri (
C(Sr)

< |mean(m1, mz) -

If we now allow for an error in the model prediction of performance mP(Sr)

the bounding condition is:
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Figure 4.4 Bounding the slope of the performance curve.
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[mean(ml, m2) - Bil

Sl
< Imean(ml, m2) - Ezg;y—~ . mean(P(Sr), mP(Sr))‘

For every recalibration of the analytical model, the error bound
conditions can be calculated as above, for each dimension. The confidence
in prediction is high for those parameters that satisfy the inequality.

For those that do not, one of the following corrective steps may be taken:
1) The direction opposite to that of the prediction can be examined.
2) The recalibration set can be changed to eliminate some possibly
misleading calibration points.

4,4,8 Sensitivity Analysis

When the global procedure has converged, sensitivity analysis
,_; must be conducted in the region around the predicted optimum for the

following reasons: ;

a) To precisely identify the optimum in the region of oscillation.

b) To determine the semsitivity of performance,and hence the
objective function,to small changes from the optimum system. This may
indicate changes that can be made in the system design, for a very small :
sacrifice in performance or cost. Such changes may be attractive to meet
other design objectives. Since accurate predictions of performance are
needed to meet the above objectives, the low-level model must be used for
performance evaluation at this stage.

4.4.8.1 Exhaustive Sensitivity Analysis

This procedure evaluates the performance,and hence the objective

function,at all the grid point neighbors of the predicted optimum. This is

repeated until a system which is better than all its neighbors is found.
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This system is a local optimum. For example, if the global procedure settles i

on (5, 64, 8, 2, 2) as the optimum system, this procedure would evaluate

systems with all combinations of the following parameter values:
mc : 4, 5, 6 i
mb: 32, 64, 128 |
ib: 4, 8, 16
fx: Ly 25 3
fi: 1, 2, 3 »
This would require the evaluation of 35 = 243 systems, for the first analysis 13

of sensitivity.

4.4.8.2 Single Parameter Sensitivity Analysis |

To avoid the large number of expensive calls on the low-level
model required by the exhaustive procedure, a single parameter approach to
sensitivity was adopted. In this procedure, the neighboring systems along

a single dimension are compared with the predicted optimum. If one of

"

these is better, it is made the new optimum and its new neighbor along the

same dimension is examined. This procedure is repeated until no improve-

ment can be made along that dimension. Each of the other dimensions is
then examined individually, holding all the other parameters constant. If
after one pass through all the dimensions, no change was made to the
optimum, the procedure is stopped. If there were any changes, another pass
is made through all the dimensions.

Examples of this procedure are given in the next chapter.

4.4,9 Efficiency of the Optimization Procedure

Since most of the cost of using the model hierarchy, is in the use

of a low-level model for performance prediction, the procedure can be compared
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with other procedures by comparing the number of calls on the low-level
model. Two benchmark procedures that bound the efficiency are now defined.

a) The Ideal Procedure: 1In this procedure, the optimum system

is already known. The cost of the procedure is then associated with the
sensitivity analysis around the optimum, which must still be conducted

for the second reason in Sec. 4.4.8. Thus we will assume that the minimum
cost that the system designer must bear is the cost of the sensitivity
analysis in the ideal procedure. The efficiency of the ideal procedure is
defined as 1. All procedures will be compared with the ideal procedure

to estimate their efficiency.

b) The Grid Evaluation Procedure: In this procedure, the low-

level model is used to evaluate the performance of all the grid points in
the given region. The best system in that region is then chosen. For our
case-study, we will assume that the region of interest is bounded by the
minimum and maximum along each dimension, that was ever used as a cali-
bration point by the optimization procedure. For example, if the maximum
excursions along each dimension were:

mc: & to 12 (9 grid points)

mb: 16 to 128 (4 grid points)

ib: & to 32 (4 grid points)

fx: 1 to 3 (3 grid points)

f4: 1 to 3 (3 grid points),

the grid evaluation procedure would make 1296 calls on the low-level model

to evaluate all the grid points in this region.




L

79

With these definitions, the efficiency of the optimization
procedure is defined as
T = Number of calls to the low-level model by the ideal procedure

Number of calls to the low-level model made by the optimization
procedure.

A lower bound on achievable efficiency is defined as

| S Number of low-level model calls by the ideal procedure .
L Number of low-level model calls by the grid evaluation procedure

Both these estimates are used in the next chapter.

4.5 Adaptation of the General Procedure to the Case-Study

In the previous section, we described a general procedure for
finding the optimum point in a given system parameter space. In this section,
we discuss some of the choices and assumptions made in applying this procedure
to our case-study.

4.5.1 Continuous vs. Non-continuous System Parameters

The choice of a grid on the space was dictated by the desirability
of examining only realistic computer systems. The grid points represent only
such systems. However, for some parameters, points other than grid points also
represent possible systems. Thus mb or ib can conceivably have a value that
is not a power of two. A non-integral value for mc could be achieved by a
finer division of the cycle time. A value of 2.5 for the fixed point unit
architecture may represent a design that is a compromise between the pipe-
lined architecture and dataflow architecture described in Sec. 3.4.6.3.

Thus these system parameters can be approximated by real values. However, in
the local optimization procedure,the {4m parameter is strictly a Boolean

parameter., That is,a system either does or does not have loop-mode. Thus non-

boolean values for IZm would be unrealistic.
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In view of the above, the global optimization was split into
two parts - finding an optimum system on the 4m = O hyperplane and another
on the 4m = 1 hyperplane. On each of these hyperplanes, a standard multi-
dimensional, real variable optimization procedure was used as the local
optimization procedure to determine the other five parameters of interest.
The better of the optima on the two hyperplanes is then identified as
the optimum system.

In an early version of the optimization procedure, the initial
calibration set for optimization on the /m = O hyperplane consisted of only
one system - the normal system with loop-mode turned off. Projections of
the initial calibration set on the 4m = 1 hyperplane (see Table 4.2) onto
the 4m = 0 hyperplane were used by the procedure in its initial cali-
bration. This approach is a logical extension of the orthogonality
assumption to the 4m dimension. However, the errors in this assumption
were so large as to cause the procedure to move very erratically on the
4m = 0 hyperplane. Consequently, this approach was abandoned and an entire
initial calibration set as in Table 4.2, was used on the 4m = 0 hyperplane
as well.

4,5,2 Adaptive Metric for the mc Dimension

Since the range of the mc parameter is considerably larger than
the ranges of the other parameters, a variable metric was chosen for that
dimension. If the metric were chosen as one CPU cycle, it was expected
that the global optimization procedure would cause very small incremental
moves in the mc dimension. To avoid this, the metric was chosen as six
cycles initially. This explains the settings of 6 and 18 for mc in the
initial calibration set of Table 4.2. However, if this large metric value

were retained at later stages in the optimization,systems with large
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differences in mc from the reference system would still be included in
the recalibration set, because the large mc metric makes them appear closer
(in metric units) to the reference system. Thus the locality of the
analytical model calibration is lost., This effect was actually observed

in an early version of the optimization procedure.

To compromise between these two opposing needs, the following mc
movement and metric reduction rules were adopted:

1) If the movement dictated by the optimization along the mc
dimension 1is larger than the current mc metric, the reference point is
moved just 1 metric unit along the mc dimension in that direction. If
the movement dictated is less than one metric, the reference point is
moved to the first integral value of mc, beyond the predicted optimum from
the reference point.

2) The initial value of the mc metric is six cycles. This value
may be decreased once every three iterations of the optimization procedure
and is held constant in between. The new value for the metric is chosen
as follows:

If the maximum movement in the last three iterations was equal to
the old metric value (it cannot be greater), the metric value is decreased
by 1. 1If the maximum movement in the last three iterations was less than
the old metric value, the metric value is reduced to the value of that
maximum. The metric is, however, never reduced below 1.

3) I1f oscillation occurs between two calibration points that are more
than one cycle apart in the mc dimension, the oscillation is broken by

reducing the metric by 1.
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By the above procedure, the mc metric will eventually be reduced
to 1, the resolution required of the optimization procedure. The metric
reduction thus progressively expands the mc dimension so as to focus
* ! attention on the region of interest, by excluding points far away from
having any effect on the calibration. The rate of this expansion is tied
to the rate at which the optimization procedure seems to converge - which
is indicated by the magnitude of the moves that it dictates. Some examples

of the application of the movement rule for the mc dimension are given 4

in Table 4.6.

4.5.3 Feasibility Checking

Since only a restricted region of the system space can be

simulated by the control stream model, the local optimization procedure

must be restricted to this feasible region of the space. For example,

fixed point unit architectures of type 1, 2 and 3 are the only configu-

rations allowed in the simulator. However, we found that enforcing very
strict feasibility checks such as 1 < fx < 3, allowed the local optimization

: very little freedom of movement and caused it to stagnate at some feasibility

region boundaries. To counter this we initially designated the feasible %
region to be defined by the inequalties:

0.5

IA

mc *

IA

T

0'5

IA

mb

IA
8

0.5 < ib

IA
IA
8

0.5 £ £x € 3.5

IA
1A

'? 0.5

IA

£2

1A

3¢5
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Table 4.6 ~ Movement in the mc Dimension

Example 1 2 3 4
;‘ Current mc
| : grid metric 6 3 2 1

mc component
of starting
f reference

system 24 9 6 6

' mc component

1 of optimum
system predicted
using hyperplane
model 10.2 Lol 3.6 6.7

mc component
of new reference
system 18 T Yy 7
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However, as experience and insight were gained in the use of the
optimization procedure, it was decided that applying only the above checks
for feasibility allowed the local optimization procedure too much freedom
of movement, resulting in it exploring regions far beyond the region of
validity of the analytical model. For example, on one iteration, starting
at a reference system with ib = 8, the procedure reached an optimum system
with ib = 160. Since the linear dependence of performance on ib resulted
in an exaggerated value of performance at ib = 160, changes in the other
parameters did not appear very cost-effective at that high level of perfor-
mance, and were therefore ruled out by the procedure.

To avoid the pitfalls described above and to restrict the movement
of the procedure to the local region of validity of the amalytical model
an additional feasibility region was delineated. Initially this region was
defined to be bounded by grid points one metric unit away from the reference
system along each direction of each dimension. Thus if the reference system
were (5, 32, 8, 2, 2), with the mc grid metric at two cycles, the feasible
region was defined by:

3

IA

me < 7,

16

IA

mb

IA

64,

4

IA

ib

IA

165

1

IA

fx

IA

3

and 1

IA

£

IA

3.
However, this was found to cramp the movement of the procedure severely, and

the feasibility region boundary was extended to include grid points two metric

units from the reference system along each direction of each dimension.

s e it e e
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For the example above, this defines the feasible region by:

1 <me

IA

9,
8 < mb < 128,
2 <ib £ 32
0.5 < fx < 3.5 and
0.5 < £ < 3.5.
Notice that the bounds imposed by the simulation range of the control stream

model are combined with the bounds restricting movement, to arrive at the

overall feasible region bounds.
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CHAPTER 5

DESCRIPTION OF EXPERIMENTS AND ANALYSIS OF RESULTS

5.1 Introduction

In Chapter 4, we described a procedure that uses the performance
model hierarchy to optimize the design of a system, with respect to an
objective function that involves system performance. We also outlined some
of the special assumptions made in applying this procedure to the case-
study system described in Chapter 3. 1In this chapter, we describe the

experiments conducted in this case-study, and analyse the results.

5.2 Software Used

In this section, we list the software packages that were used in
the case-study. Except where otherwise noted, all the software was run on the
DEC-10 system at the Coordinated Science Laboratory of the University of
Illinois.

5.2.1 The Control Stream Model

To gather the program traces that generated the control streams,

a modified version of the TRACE-360 program, purchased from the University
of Waterloo, was used. This program, which was run on the IBM 360/75 system
at the Computing Services Office of the University of Illinois, outputs the
dynamic instruction execution trace as well as the memory locations referenced
by the instructions of the program being traced. The conversion of the
traces to control streams was done by a program written in SAIL on the
DEC~10.

The simulator of the model was coded in SIMULA-10. Its length is

about 900 lines of code. Execution times of the simulator on the KI-10 CPU
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ranged from 12 to 40 minutes for the traces used. A listing of the simu-
lator program is given in Appendix B.

5.2.2 The Analytical Model

The calibration of the analytical model was done by a program
written in SIMULA-10. This calls the procedure RLSEP of the IMSL library
[IMS75], which selects a regression model using the stepwise algorithm des-
cribed in [DRA66]. As described in Sec. 3.5.2.1, all the five system
parameter factors - mc, mb, ib, fx, and f{ - are forced into the regression
equation. Execution times of the calibration program were less than 1 sec.
on the KI-10 CPU.

5.2.3 The Local Optimization Procedure

The local optimization was done by a program written in FORTRAN-10.
This first reads the coetfficients of the analytical model and the parameters
of the system cost model. It then calls the procedure ZXMIN of the IMSL
library [IMS75], which uses a quasi~Newton algorithm to minimize a function
of n variables. As described in Sec. 4.5.1, the five system parameters mc,
mb, ib, fx and f4 are treated as continuous variables by the optimization
program. Execution times of the local optimization program were less than

1 sec.on the KI-10 CPU.

5.3 The System Cost Model

A simple system cost model was chosen, which at the same time,
incorporates reasonably realistic cost functions of system parameters. The
model is orthogonal with respect to the individual parameters and expresses
system cost, normalized with respect to a cost of 100 for the actual 360/91

as C(system) =F (C0 +C +C +C

i F (M0 + Cmc + C

CPU fz) * mem mb)'

Nl a0 s - x B X
it e e e St bl s e et A G 5 N s
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where:
FCPU : CPU cost as a fraction of system cost = 0.57.
C0 : fixed cost o? the CPU = 15 (for the Main Storage Control
Element section of the CPU)
Ci : cost of the instruction unit = 9 + ib/8 + 5 . £m.
Cfx : cost of the fixed point unit = 24 + fx2
sz : cost of the floating point unit = 36 + fzz.
F om & Memory cost as a fraction of system cost = 0.43.
MO : fixed cost of the memory unit = 2
Cmc : memory cycle time component of memory cost = 371.5/1.nc0°55
Cmb : memory bank component of memory cost = 0.1875 - mb.

The division of cost between the CPU and memory is taken from
[BEL71]. Most of the CPU cost functions are based on a rough division of
cost among the various units of the actual 360/91. The cost division
assumed was:

Instruction unit : 15%

Fixed Point unit s 25%

Floating Point unit : 45%

Main Storage Control : 15%
The cost function for the memory cycle time was derived from a curve fitted
to memory speed, cost and size data for various System 360 Models, obtained

from [BEL71]. The curve obtained was:

(memory size)p'e4

0.55

Memory cost = 32.9 + 370.0 -
(cycle time)

where cost is in K$,

size is in multiples of 256 K bytes and cycle time is in Msec.

i Aais il
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A further assumption that the cycle time accounts for 95%, and the banking
structure for 3%, of the memory cost in the 360/91, yields the above cost

functions.

5.4 Traces Used in the Experiments

In the optimization experiments that were conducted on the case-

t } study system, three program traces were used for generating the control
streams to drive the low-level model simulator. These traces are sections

of actual program traces obtained as described in Sec. 5.2.1. The traces

k { are
;'; a) EIGEN: a program written in FORTRAN-G, to find the eigenvalues
E z of a 14 x 14 matrix chosen from [GRE69]. It uses the subroutines TREDL

(to reduce the symmetric matrix to a tridiagonal one) and TOLl (to deter-

mine the eigenvalues of the matrix). These two routines were taken from

the Eigensystem Subroutine Package (EISPACK) of the National Activity to

Test Software project. The section of the trace used, was the first four
iterations of the TREDl subroutine. A summary of the instruction mix of

this section is given in Table 5.1. It can be seen that most of the conditional
branches branch back into the instruction stream based on the value of a
counter register, i.e., the program has a large number of instruction loops,

? with sizes ranging from 16 -1024 bytes.

é b) GAUSS: a program written in FORTRAN-G that used Gaussian

elimination to solve a linear system of equations of order 20, taken from

[GRE69]. It uses the subroutine GAUSZ, from the EISPACK library, to solve

the system. The section of the trace used was the first four iterations of

e

the forward elimination loop of GAUSZ. A summary of the instruction mix

i o
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Table 5.1 - Instruction Mix Summary of EIGEN

Total number of instructions: 14395

Percentage mix:

Fixed point instructions: 51.39
Address-to-register loads: 2.02
Register-to-register moves: 8.TT
Memory-to-register loads: 9.07
Register-to-memory stores: 5.04
Computational instructions:

On register operands: 17 .57
On memory operands: 8.95

Floating point instructions: 40.41
Register-to-register moves: 0.14
Memory-~to-register loads: 12.26
Register-to-memory stores: 581
Computational instructions:

On register operands: 12.96
On memory operands: 9.24

Branches: 8.20
Unconditional branches: (5 8
Conditional branches:

On the condition code: 1.217

On a counter register: 6.88
Taken: 6.54

Target back in the stream: 6.U46

Mean distance of back-target (in bytes):
Histogram of back-target distance (in. bytes):

Range Percent

i 2 0.00
2 4 0.00
4. 8 0.00
8: 16 0.00
16 32 10.43

32: 64 53.87
6U: 128 26.2U
128: 256 0.00
256: 512 4,52
512:1024 y,s52
>=1024 0.u43

‘
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of this section is given in Table 5.2. This program has about twice the
percentages of branches in EIGEN. However, only approximately half of these
are loop iteration branches.

c) ERROR: a scaled-down version of a FORTRAN program, that is used
as a benchmark by the Computing Services Office of the University of Illinois.
A summary of its instruction mix is given in Table 5.3. This program has a
large amount of double precision floating point computation, done in pre-

dominantly straight-line code, i.e., there are very few branches.

5.5 Discussion of Optimization Experiments

We now discuss some of the optimization experiments conducted using
the procedure described in Chapter 4, on the case-study system for the traces
described in the last section.

5.5.1 An Iteration of the Global Optimization Procedure

Table 5.4 is an example of the results of a typical iteration
of the global optimizatior: procedure. As described in Sec. 4.4.6, the
recalibration procedure chooses a recalibration set from the calibration
set. This is indicated in the top half of the table. The distances indicated
in the table are in terms of the grid metrics for the various dimensions.
The recalibration set is used to calibrate the hyperplane model at the
current reference system. The error in the model for the systems in the
calibration set is printed here for illustrative purposes, but may actually
be used to control the procedure. The coefficients of the model, along
with the cost model parameters described in Sec. 5.3, are fed to the local
optimization procedure, which determines the locally optimum system in the
feasibility region demarcated as in Sec. 4.5.3. The movement rule of

Sec. 4.4.4 is then used to determine the new reference system for the next
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Table 5.2 - Instruction Mix Summay of GAUSS ;
, Total number of instructions: 19380 |
| q
i Percentage mix: j
i? Fixed point instructions: 38.36
E | Address-to-register loads: 0.75
Register-to-register moves: 5.61
Memory-to-register loads: 5.98
Register-to-memory stores: 2.98
Computational instructions:
On register operands: 16.60 y
On memory operands: 6.43 |
’; Floating point instructions: u6.28
, Register-to-register moves: 0.19 |
| Memory-to-register loads: 13.90
, Register-to-memory stores: 6.76
Computational instructions:
: On register operands: 14.77
3 On memory operands: 10.66
A
5 Branches: 15.35
| Unconditional branches: 0.04
Conditional branches:
On the condition code: 7.60
On a counter register: 7.72
Taken: 14.62
Target back in the stream: 7.67
Mean distance of back-target (in bytes): uu ué

Histogram of back-target distance (in bytes):
Range Percent

1% 2 0.00
2y 4 0.00
4. 8 0.00
8: 16 1.28
16¢ 32 3.84 |
32: 64 28.13
64: 128 61.91
128: 256 1.28
256: 512 3.43
512:1024 0.00
>=1024 0.13
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Total number of instructions: 13368

Percentage mix:

Fixed point instructions: 4.19
Address-to-register loads: 0.41
Register-to-register moves: 0.27
Memory-to-register loads: 1.81
Register-to-memory stores: 1.18
Computational instructions:
On register operands: 0.02
. On memory operands: 0.49
f Floating point instructions: 93.78
¢ | Register-to-register moves: 0.74
' Memory-to-register loads: 24 .04
* Register-to-memory stores: 15.62
Computational instructions:
On register operands: 1237
On memory operands: 41.02
b Branches: 2.02
' Unconditional branches: 0.89
Conditional branches:
On the condition code: 1.00
On a counter register: 0.13
Taken: 0.10
Target back in the stream: 0. 10

Mean distance of back-target (in bytes): 2423.14
Histogram of back-target distance (in bytes):
Range Percent

12 2 0.00
2 4 0.00
4. 8 0.00
8: 16 0.00
16: 32 0.00

32: 648 0.00
64: 128 0.00
128: 256 14.29
256: 512 0.00
512:1024 0.00
>=1024 85.71

et A iy . e A A
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Table 5.4 - An Iteration of the Global Optimization Procedure

Calibration set: 00 02 03 O4 05 06 07 08 09 10 -11 54
Loopmode: 1 (on)

Reference system: 54

mc grid metric: 6 CPU cycles

Distance of systems from reference system:
System me mb ib fx f1 1m Norm~2

54 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 -1.00 -1.00 -1.00 1.00 0.00 4.00
5 1.00 0.00 -1.00 -1.00 1.00 0.00 4,00
6 1.00 -1.00 -1.00 0.00 1.00 0.00 4.00
9 1.00 -1.00 -1.00 -1.00 0.00 0.00 4.00
11 1.00 -1.00 0.00 -1.00 1.00 0.00 4.00
0 1.00 -1.00 ~1.00 -1.00 1.00 0.00 5.00
T 1.00 -1.00 -1.00 1.00 1.00 0.00 5.00
8 1.00 -1.00 -1.00 -1.00 -1.00 0.00 5...00
3 2.00 -1.00 -1.00 -1.00 1.00 0.00 8.00
y 1.00 -2.00 -1.00 -1.00 1.00 0.00 8.00
10 1.00 -1.00 -2.00 -1.00 1.00 0.00 8.00
Recalibration set: 54 2 5 6 911 0 7 8
Hyperplane model coefficients:
Constant me mb ib fx fl
0.29811 =0.01217 0.01694 0.00180 0.00961 0.00894
Error in hyperplane model predictions of throughput:
System Observed Predicted %Error
54 0.35112 0.35409 -0.85
2 0.33764 0.33467 0.88
5 0.28156 0.27858 1. 06
6 0.26681 0.27126 -1.67
9 0.24924 0.25271 -1.39
11 0.26642 0.26344 12
0 0.25669 0.26164 -1.93
T 0.28458 0.28087 1.30
8 0.24699 0.24377 1.30
3 0.20186 0.18862 6.56
y 0.22391 0.24470 -9.29
10 0.19933 0.25984 -30.36
me mb ib fx Il
Initial reference system 6. 3% » 16. L s
Optimum system 7.42 98.04 1117 2.72 2.54
New reference system 8. 64. B S 3

Cost/performance value of the optimum system: 323.3087
Throughput of the optimum system: 0.3752

Memory,CPU and system costs: 61.83 59.47 121.30

Relative memory parameter costs: 123.41 20.38

Relative CPU parameter costs: 10.47 31.42 42,43 5.00 15,00

. Niadas
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iteration of the global procedure. Not shown is the application of the
stopping rule, or the possible run of the low-level model for the new
reference system, for future calibration. The cost and cost/performance
values of the locally optimum system are shown purely for illustrative
purposes. The relative memory parameter costs are the costs of memory cycle
time and memory banks, respectively. The relative CPU parameter costs are
the costs of the instruction unit (without loop-mode), the fixed point unit,
the floating point unit, loop-mode and the fixed CPU costs respectively.

In the following sections, we use the following terminology:

1) Convergence sequence: The sequence of reference systems generated

by the global optimization procedure, before oscillation occurred.

2) Sensitivity sequence: The sequence of systems examined, after

convergence, by the individual parameter sensitivity analysis procedure
described in Sec. 4.4.8.2.

3) Sensitivity report: A summary of the sensitivity sequence,

listing the sensitivity of cost, performance and cost/performance to the
various system parameters at the optimum system.

The sensitivity sequence will be shown for only one experiment,
since the others are very similar and, consequently not very informative.

5.5.2 Experiments on EIGEN

The EIGEN program was run on various system configurations
for experiments 1 and 2.

5.5.2.1 Optimization on the 4m = 1 hyperplane

Since EIGEN was the first trace that the experiments were tried
on, the optimization was run for three different starting points on the im=1

hyperplane, in an attempt to establish confidence in its convergence.
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5.5.2.1.1 Experiment la:

Table 5.5 lists the convergence sequence with the starting point
at the normal system (parameters: 12, 16, 8, 1, 3) on the 4m = 1 hyper-
plane. Notice that the mere repetition of a calibration point as a
reference system does not indicate oscillation. Thus the repetition of
system 18 on iterations 1l and 13 does not constitute an oscillation,
because iteration 12 introduces another reference system, 60, for possible
inclusion in future calibration sets, which may change the analytical
model based at system 18. That this does happen is shown by the fact that
the model in iteration 14 yields a new reference system, 6l. Thus a pair
of reference systems must be repeated twice in succession for an oscillation.

Table 5.6 lists the sensitivity sequence for this experiment. The
sequence starts at the better of the two systems involved in the oscillation

that ended the convergence sequence. Parameters are perturbed individually

and the base system is changed if a decrease in cost/performance is achieved.

The procedure is continued until a pass through all the parameters causes no
change to the base system.

The optimum system reached is (6, 32, 8, 3, 3). It is interesting
to note that the optimization procedure reaches an oscillation hypercube
containing the optimum value for all the system parameters except f4.

Table 5.7 which lists the sensitivity report for this experiment, shows
that the projections of both the performance and cost surface (and conse-
quently the cost/performance surface) onto the fL coordinate hyperplane are
quite flat in the region f4 = 2 to 3. We believe that this slope is
within the regression error bounds of the procedure, thus causing the

optimization error. We discuss this further in Sec. 6.3.1.

SRENPES
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Table 5.5 - Convergence Sequence for Experiment la on EIGEN i
Iteration Reference Reference System Parameters
System .
| me mb ib x fl
|
| 0 0 12 16 8 1 3 {
1 54 6 32 16 2 2
2 55 8 64 8 3 3
3 98 7 128 16 3 3
3 4 99 9 64 8 2 3
’ , g 100 9 128 16 3 3
| 6 101 10 256 8 3 2
7 58 6 128 16 3 1
8 28 5 64 8 3 2
: 9 36 8 128 16 3 1
10 102 9 64 8 3 2
1l 18 6 32 16 3 1
, 12 60 8 6u 8 3 2
'; 13 18 6 32 16 3 1
f 14 61 8 16 8 3 2
§ 1S 18 6 32 16 3 1
16 15 7 6u 8 3 2
: 17 18 6 32 16 3 1
18 15 7 6u 8 3 2
Oscillation
Hypercube 6:7 32:64 8:16 3 s




Table 5.6 - Sensitivity Sequence for Experiment la on EIGEN
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System System Parameters Cost/Performance
me mb ib fx £
Base --> 15 T 64 8 3 2 303.29
63 6 64 8 3 2 299.98
60 8 64 8 3 2 309.23
28 5 64 8 3 2 303.63
Base --> 63 6 6u 8 3 2 299.98
72 6 32 8 3 2 296.21
73 6 128 8 3 2 311.54
T4 6 16 8 3 2 37D
Base --> 72 6 32 8 3 2 296.21
75 6 32 4 3 2 368.07
76 6 32 16 3 2 313.45
T 6 32 8 2 2 327.19
78 6 32 8 3 1 297 .33
79 6 32 8 3 3 291.72
Base ==> 79 6 32 8 3 3 291.72
End of Pass 1
Base --> 79 6 32 8 3 3 291.72
88 5 32 8 3 3 294.19
89 7 32 8 3 3 295.69
95 6 16 8 3 3 306.26
108 6 64 8 3 3 294.93
96 6 32 y 3 3 369.3U4
27 6 32 16 3 3 309.06
97 6 32 8 & 3 323.46
72 6 32 8 3 2 296.21
End of Pass 2
Optimum
System 6 32 8 3 3
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5.5.2.1.2 Experiment 1lb

In this experiment, the procedure was purposely started at a
point very far away from the optimum reached by experiment la - viz.
(18, 8, 4, 1, 1). Table 5.8 lists the convergence sequence for this
experiment which eventually reaches the optimum system (6, 32, 8, 3, 3). In
this experiment, the procedure reaches an oscillation hypercube containing
the optimum value for all the system parameters except mb. The sensitivity
report in Table 5.7 (the same as for experiment la), indicates that the
projections of the cost, performance, and hence cost/performance, surfaces
onto the mb coordinate hyperplane are also very flat in the region mb = 32
to 64. We believe this, too, to be within the regression error bounds of
the procedure.

5.5.2.1.3 Experiment lc

In this experiment, the procedure was started at yet another
peint on the 4m = 1 hyperplane (18, 16, 8, 1, 3). This is one of the points
in the initial calibration set. Table 5.9 lists the convergence sequence
for this experiment. It will be observed that the optimum hypercube reached
is substantially different from experiments la and lb, in the mc dimension,
10:11 against 6:7 and 5:6. The reason for this becomes clear from looking
at the sensitivity report for this experiment in Table 5.10. The system
(10, 32, 8, 3, 3) is seen to be a locally optimum system, on the evidence of
the rough analysis conducted by the individual parameter sensitivity procedure.
Figure 5.1 is a plot of the projections of the performance and cost/perfor-
mance surfaces onto the mc coordinate hyperplane, with the other parameters
fixed at (32, 8, 3, 3) respectively. The plot clearly shows the anomalous

behavior of the cost/performance surface, along the mc dimension that led

the procedure to find a local optimum in this experiment.
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Table 5.8 - Convergence Sequence for Experiment lb on EIGEN

Iteration Reference Reference System Parameters
System -
me mb 1b fx fl
0 32 18 8 4 1 1
1 103 21 16 8 i 1
2 104 24 32 16 2 1
3 54 18 6u 32 3 1
4 105 13 128 16 2 2
5 106 15 6u 32 1 3
6 107 10 32 16 2 2
7 108 6 64 8 3 3
8 109 8 32 16 3 3
9 108 6 64 8 3 3
10 110 8 128 16 3 3
11 108 6 64 8 3 3
12 111 8 32 16 2 2
13 12 6 64 32 3 1
14 111 8 32 16 2 2
15 113 7 16 8 2 3
16 27 6 32 16 3 3
17 13 73 64 8 3 3
18 69 6 128 16 3 3
3 19 28 5 64 8 3 2
E 20 96 6 32 4 3 3
21 114 5 64 8 2 2
22 115 y 128 16 3 3
: 23 28 9 64 8 3 2
; 24 69 6 128 16 3 3
25 28 5 64 8 3 2
3 26 69 6 128 16 3 3 |
Oscillation

Hypercube 5:6 64:128 8:16 3

n
w




Table 5.9 - Convergence Sequence of Experiment lc on EIGEN

Iteration Reference

Reference System Parameters

System

me mb ib - fx fl
0 3 18 16 8 1 3
1 116 12 32 16 2 2
2 117 7 64 32 3 3
3 12 9 32 16 2 2
n 13 T 6U 8 3 3
5 56 6 128 16 3 3
6 118 10 64 8 2 3
7 56 6 128 16 3 2
8 119 10 64 8 3 3
9 120 6 128 4y 3 2
10 121 9 6u 8 3 3
11 122 11 32 16 3 3
12 123 14 64 8 3 2
13 124 12 128 16 3 3
14 125 13 64 8 3 3
15 126 14 128 16 3 2
16 127 10 64 8 3 1
17 128 9 128 y - 2
18 129 10 64U 8 2 1
19 130 11 32 16 3 2
20 131 10 64 32 3 il
21 132 11 32 16 3 1
22 133 10 64 8 3 2
23 134 11 32 16 2 1
24 135 12 16 8 3 1
25 136 13 32 16 3 2
26 137 12 6u 32 3 1
27 138 13 32 16 3 1
28 139 12 16 32 3 2
29 134 1 32 16 3 1
30 133 10 6u 8 3 2
31 134 11 32 16 3 1
32 133 10 6u 8 3 2

Oscillation
Hypercube 7700 5% 1 R e * 16 3 £
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We believe that the main reason for the procedure arriving at
this secondary local optimum, is the shortening of the mc grid metric
just when the procedure happened to be exploring the region of the secondary
(local) optimum. The purpose of gradually shortening the mc grid metric
was to force the procedure to maintain a global perspective during the
initial stages, when it has a very small calibration set, but to increasingly
localize its perspective as the possible choices for the recalibration set
increase. For experiment la and lb, this shortening happened when the
procedure had reached the region of the global optimum of Figure 5.1. For
experiment lc however, some regression error resulted in the procedure being
nearer the local optimum, when the mc grid metric was being shortened. This
can be seen by comparing the mc values of the reference system on iteration
12 of the three experiments - they are 8, 8 and 14 respectively. Localizing
the perspective then rendered the procedure incapable of looking beyond the
region of the local optimum.

The performance and cost/performance of the normal system are also
indicated on Figure 5.1 to illustrate the flatness of the cost/performance
surface near the optimum along the mc dimension.

Here again, the error of experiment 1 along the f{ dimension has
re-occurred, and for the same reason.

5.5.2.2 Experiment 2: Optimization on the 4m = O hyperplane

This experiment was conducted by running EIGEN on systems that
had the loop-mode feature turned off (dm = 0). The starting point was the
otherwise normal system (12, 16, 8, 1, 3). Table 5.11 lists the con-
vergence sequence for this experiment and Table 5.12 is the sensitivity
report at the actual optimum system (6, 32, 8, 3, 3). The oscillation

hypercube reached by the procedure does not contain the optimum value for

_—




L- | Table 5.11 - Convergence Sequence for Experiment 2 on EIGEN
i Iteration Reference Reference System Parameters
k| System
! me mb ib fx £l
1 0 1 12 16 8 1 3
LlL | 1 38 9 32 16 2 2
: 2 39 6 64 8 1 1
3 40 iy 128 16 1 2
y 41 B 64 8 2 3
5 u2 6 32 y 3 2
6 43 5 16 8 2 1
7 uy 6 32 16 3 1
{ 8 45 5 16 32 2 2
3 9 16 4 32 16 1 1
10 43 5 16 8 2 1
11 u7 6 32 4 3 1
! 12 48 - 6u 2 2 2
1 13 u9 6 32 4 3 3
14 57 ' § 16 2 2 2
{C 60 8 32 4 3 1
16 61 9 64 8 2 2
, 17 62 8 128 16 3 1
; 18 63 9 64 32 3 1
p 19 12 8 32 16 2 2
20 64 7 64 8 3 3
i 21 65 8 32 16 3 3
_ 22 64 7 6u 8 3 3
’ 23 66 8 128 16 3 3
24 67 9 64 8 3 2
22 66 8 128 16 3 3
E 26 67 9 64 8 3 2
|
E Oscillation
E Hypercube 8:9 64:128 8:16 3 evs
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two-dimensions - mc and mb. In both cases, the flatness pof the projections
of the cost/performance surface onto the coordinate hyperplanes are seen to
be quite small, and are possibly within the regression error bounds of the
procedure.

5.5.2.3 Analysis of the optimum architecture for EIGEN

Experiments 1 and 2 show that the optimum system for EIGEN is
(6, 32, 8, 3, 3) on the 4m = 1 hyperplane. We now analyze this architecture
in more detail.

5.5.2.3.1 Orthogonality of the cost/performance surface

The shape of the cost/performance surface seems to be fairly
orthogonal with respect to its system parameters. This is illustrated by
the fact that the optimum system is (6, 32, 8, 3, 3) on both the 4Zm hyper-
planes. Further, the local optimum reached in experiment lc, was different
i in the mc dimension (10 as opposed to 6). But this did not affect the
optimum values for the other parameters, viz (32, 8, 3, 3). This seems
to indicate that there is very little interaction between the parameters
near the optimum on the cost/performance surface.

5.5.2.3.2 Instruction unit issues

Loop-mode is indeed cost effective by to a surprisingly small
extent. Thus in the optimum system (6, 32, 8, 3, 3), removing loop-mode
causes a performance and a cost/performance degradation of only 6.47% and
4.4%. We expect that this difference would be even smaller, if a cache,
which is a cost-effective technique of achieving an even lower memory
cycle time, were used. The small contribution that loop-mode makes to
performance also explains why the optimum system on both the 4m hyperplanes

had the same values for the other system parameters, viz (6, 32, 8, 3, 3).

N__________m N — . |
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In particular, it is intexesting that the optimum ib value is
8 on both the 4m hyperplanes. The choice of the most cost-effective
value of ib involves a tradeoff between three factors. The necessity to
maintain a degree of look-ahead sufficient to ensure a high instruction
supply bandwidth, demands a high value of ib. So does the possibility of

holding increasingly larger instruction loops in the buffer with loop-mode

e

However, the occurrence of branches renders a number of prefetched instruc-
tions superfluous. Since the fetching of these instructions uses critical
resources such as memory banks, the high occurrence of superfluity argues
for a low degree of prefetch, i.e., a low value for ib. We will illustrate
this tradeoff on EIGEN. :
With Zm = 0, the buffer is used solely to hold prefetched instruc-
| tions. The optimum value arrived at for ib is 8. Table 5.12 indicates
that reducing ib to 4 degrades performance by as much as 17.5%, because
it drastically reduces the instruction supply bandwidth. However, 3
increasing ib to 16, causes a comparable degradation in performance (16%)
due to the increase in superfluity. Thus ib = 8 represents the choice
that best trades-off these two factors.
With 4m = 1, loop-mode enters the tradeoff considerations. But
here again, the optimum choice for ib is 8. Table 5.7 shows that if
ib = 4, the buffer is neither large enough for an adequate instruction
supply bandwidth in non-looping situations, nor is it large enough to hold
any loops (the buffer can hold 4* ib bytes of instructions - see Table 5.1) -
hence the performance degradation of 21.27. However, increasing ib to 16
also causes a performance degradation of 5.2%. This is despite the fact

that 64.37 (see Table 5.1) of all the looping branches in EIGEN have a
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target distance of less than 64 bytes (against 10.4% for 32 bytes). The
degradation due to superfluity is evidently greater than the increased
bandwidth due to loop-mode. This suggests that loop-mode is really cost-
effective only for small loops, where the branch decision and target

;| fetching time forms a large percentage of the loop execution time.

5.5.2.3.3 Execution unit issues

A high bandwidth fixed point unit is vital for performance. This
is indicated in Table 5.7, by the fact that reducing fx from 3 to 2 causes
an 11.9% degradation in performance and a 10.97 degradation in cost/
performance. On the other hand, f{ has a much smaller effect on system
3 E performance and cost/performance. Thus reducing f£{ from 3 to 2 causes
only a 3.8% degradation in performance and a 1.5% degradation in cost/
a2 performance. This can also be seen from the convergence sequences, where
! fx stays fairly steady at 3, while f{ moves unpredictably over the range

1 to 3.
We believe that this is linked with the fact that the proportion
of fixed to floating point instructions in EIGEN is 1.3:1. We will contrast

this with GAUSS in Sec. 5.5.3.3.

% 5.5.2.3.4 Memory issues

Table 5.7 shows that the latency of the memory has a greater
influence on performance than its bandwidth, Thus increasing the number
of banks from 32 to 64 (128), causes a mere 1.07% (1.3%) improvement in
E performance. This suggests that the number of memory conflicts has not
decreased substantially upon increasing mb. However reducing mc from
6 to 5, causes a performance improvement of 4.2%, which is substantially

more than the effect of mb.
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5.5.3 Experiments on GAUSS

Experiments 3 and 4 deal with the GAUSS program run on various
system configurations.

5.5.3.1 Experiment 3: Optimization on the 4m = 1 hyperplane

Table 5.13 lists the convergence sequence for this experiment,
with the starting point at the normal system (12, 16, 18, 1, 3) on the
4m = 1 hyperplane. The procedure converges fairly rapidly compared with
the EIGEN experiments. It is also interesting to observe that the procedure
examines a much larger range (8 to 128) along the ib dimension than it did
for EIGEN (8 to 32). This is because of the greater effect of loop-mode
which we discuss in Sec. 5.5.3.3.

For this experiment Table 5.14 lists the sensitivity report about
the final optimum (4, 16, 16, 3, 3). Thus the oscillation hypercube
reached by the procedure does not contain the optimum value for two-
dimensions - mc and fx. Here again, the flatness of the cost/performance
surface projections onto the coordinate hyperplanes possibly explains the
errors - since the slopes seem to be within the regression error bound: of
the procedure.

5.5.3.2 Experiment 4: Optimization on the 4m = O hyperplane

In this experiment, conducted using systems on the 4m = 0 hyper-
plane, the otherwise normal system (12, 16, 8, 1, 3) was again used as the
starting point. As in the previous experiment, the procedure converged
fairly rapidly. The convergence sequence is listed in Table 5.15. 1In
direct contrast to experiment 3, the ib range examined was very small and
in the opposite direction from experiment 3 (2 to 8).

For this experiment, Table 5.16 lists the sensitivity report

about the optimum system (4, 32, 4, 1, 3), The oscillation hyper-

.
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Table 5.13 -~ Convergence Sequence for Experiment 3 on GAUSS

Iteration Reference Reference System Parameters
System

mc mb ib fx i

| 0 0 2 16 8 1 3

1 12 13 32 16 1 2

2 13 8 16 32 1 3

3 14 6 B2 6U 1 2

E 4 15 7 16 128 1 3

| : 16 9 32 64 i 2

6 17 8 64 128 1 3
] 7 14 6 32 64 1 2
E : 8 15 7 16 128 1 3
‘ 9 18 5 32 128 1 2 |
10 19 6 16 6u 1 3 |
11 20 7 32 32 1 3 ‘
12 19 6 16 64 1 3 é
13 21 2 32 32 1 3 i
: 14 22 6 16 16 1 3 |
; 15 23 5 32 8 1 3 j
: 16 22 6 16 16 1 3 |
E 17 21 5 32 32 1 3 ‘

F 18 22 6 16 16 1 3
19 21 5 32 32 1 3 J

:
Oscillation
Hypercube A (o S I e 1 3
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Table 5.15 - Convergence Sequence for Experiment 4 on GAUSS

‘ Iteration Reference Reference System Parameters

% pian sl me mb ib fx £l

0 1 - 12 16 8 1 3

1 12 9 32 4 1 2

2 13 6 16 8 1 1

: 3 14 5 32 4 2 2
1 u 15 7 64 8 1 3

! 5 16 5 32 y 1 3

k. 6 17 6 64 8 1 :
“ . 7 16 5 32 " 1 3
8 18 y 64 2 1 3

9 19 6 32 4 1 2

10 20 5 64 8 1 3

{1 21 6 32 y 1 3

12 20 < 64 8 1 3

13 21 6 32 4 1 3

Oscillation

Hypercube G:6 32:64 4:8 1 3
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cube thus does not contain the optimum value of the mc parameter for the
same reason as the one given in experiment 3.

5.5.3.3 Analysis of the optimum architecture for GAUSS

Experiments 3 and 4 indicate that the optimum system for GAUSS
is (4, 16, 16, 3, 3) on the 4m = 1 hyperplane. We now analyze the results
of these experiments in greater detail.

5.5.3.3.1 Non-orthogonal nature of the cost/performance surface
for GAUSS

The results of experiments 3 and 4 indicate that the cost/per-
formance surface departs much further from orthogonality with reference
to its system parameters for GAUSS than for EIGEN. This can be seen from
the different optima reached for the 2 Zm hyperplanes. Thus:

a) With the increase in the instruction supply bandwidth due to
the addition of loop-mode (4m = 0 to 4m = 1), it becomes cost-effective to
have a high bandwidth fixed point unit (fx = 1 to fx = 3). Further,
with the demands made on memory for instruction fetching being reduced,
the memory bandwidth can be reduced (mb = 32 to mb = 16).

b) The interaction between 4m and ib is also clearly brought
out and will be discussed further.

c) The sensitivity sequence for experiment 3 revealed that, while
at a lower memory bandwidth (mc = 5), it is more cost-effective to have a
low bandwidth fixed point unit (fx = 1) than a high bandwidth unit (fx = 3),
the reverse is true when the memory bandwidth is increased (mc = 4). This

can be seen from the cost/performance figures listed in Table 5.17.
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Table 5.17 - Interaction Between mc and fx on the Cost/Performance

Surface for GAUSS on the 4m = 1 Hyperplane

System System Parameters Cost/Performance

Ll S St B

me mb ib fx £1

‘ 24 g 16 7 56 1 3 502.37
‘ 26 B 16 16 1 3 504.10
33 5 16 16 3 3 490.88
41 4 16 16 3 3 484.05
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5.5.3.3.2 Instruction unit issues

Loop-mode has a much greater impact on system performance for GAUSS
than for EIGEN. Thus, the optimum system on the 4m = O hyperplane is 20%
worse in performance and 18.67 worse in cost/performance than the optimum
system on the 4m = 1 hyperplane. This is also evident in the different
optima reached on the two hyperplanes.

The instruction buffer tradeoff discussed earlier is brought out
with great clarity for GAUSS. With 4m = 0, ib = 4 is found to be the best
tradeoff between prefetching and superfluity. The smaller degree of pre-
fetch for GAUSS than for EIGEN, &4 against 8, is clearly related to the
higher percentage of branches in the former (15.35% against 8.20%). This
greatly increases the superfluity effect, forcing a low degree of prefetch.
With 4m = 1, ib = 16 is the best tradeoff between prefetching and loop-mode
on the one hand and superfluity on the other. This is despite the fact
that 95.2% of all the looping branches in GAUSS have their target distances
less than 128 bytes (corresponding to ib = 32), against 33.3% for 64 bytes
(ib = 16). This again illustrates the fact that loop-mode is cost-effective
only for small loops. On the other hand ib = 8 is not sufficient, since
only 5.1% of the looping branches have their target distances less than
32 bytes,

5.5.3.3.3 Execution unit issues

The relative importance of the two execution units is reversed
in GAUSS, with respect to EIGEN, with the floating point unit gaining in
prominence. This is seen from the convergence sequence of Table 5.15,
where fx and f{ stay steadily at 1 and 3 respectively. Further, the

sensitivity report shows that decreasing fZ from 3 to 2 causes performance

i
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and cost/performance to degrade by 11.5% and 10.7%, against 2.1% and
0.1% for a corresponding change in fx.

Exactly the same observation can be made as for EIGEN - this
relative importance is linked to the proportion of the two types of
instructions in the program. For GAUSS, the proportion of fixed to
floating point instructions is 0.83:1 against 1.3:1 for EIGEN.

5.5.3.3.4 Memory issues

A curious phenomenon occurs with GAUSS - viz. there is absolutely
no performance increase to be had by decreasing mc from 4 to 3. Even
increasing mb from 16 to 32, produces a marginal increase in performance
of 0.6%. This suggests strongly that the bottleneck has shifted to system
areas cther than the memory for this program on the optimum system.

5.5.4 Experiments on ERROR

4 For experiments 5 and 6, the ERROR program was run on various
system configurationms.

5.5.4.1 Experiment 5: Optimization on the 4m = 1 hyperplane

This experiment was conducted using systems on the Zm = 1l hyper-

plane with the procedure started at the normal system (12, 16, 8, 1, 3).
Table 5.18 lists the convergence sequence for the experiment, and Table

5.19 the sensitivity report around the optimum system (7, 64, 16, 1, 3).

The oscillation hypercube reached a value of mc (14:15) which is very

far away from the actual optimum value of 7. Examination of the cost/
performance surface reveals that it is very flat over a wide range of

values for the two memory parameters - mc and mb. This is clearly indicated

in Table 5.20, which lists the cost/performance values for a number of
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Table 5.18 - Convergence Sequence for Experiment 5 on ERROR

| Iteration Reference Reference System Parameters
‘ System
; mc mb ib fx fl
L 0 0 12 16 8 1 3
1 12 13 32 16 1 3
' 2 18 14 64 32 1 3
| 3 29 16 128 64 1 3
- 4 30 17 256 32 1 3
L 5 31 16 128 16 1 3
8 6 32 17 256 8 1 3
7 31 16 128 16 1 3
8 23 15 64 32 1 3
9 33 14 32 16 1 3
; 10 23 15 64 32 1 3
11 33 14 32 16 1 3
Oscillation

%
g
:
|
i
|
!.

Hypercube 14:15 32:64 16:32 1 3
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Table 5.20 ~ Cost/Performance Figures for Some Systems on ERROR
Optimum System : (7,64,16,1,3)
System System Parameters Performance Cost/Performance
me ™ mb . ib f£x fI Actual %change Actual %change
from from
optimum optimum
5T 6 32 16 1 3 0.6585 +0.4 183.21 +1.6
59 8 32 16 1 3 0.5885 -10.3 196.17 «+5.4
58 10, 32 16 1 3 0.5169 =-21.2 20813 +13.7
60 12 32 16 1 3 0.4479 =31.7 227.14 +25.9
45 6 64 16 1 3 0.6785 +3.4 181.60 +0.7
43 8 64 16 1 3 0.6277 -4.3 182.40 +1.1
41 10 64 16 1 3 @.5762 =12.2 188.48 +4.5
b5t 12 64 16 1 3 0.5193 =20.9 200.89 +11.4
61 6 128 16 1 3 0.6829 +4.1 187.98 +4.2
40 8 128 16 1 3 0.6401 =2.4 186.93 +3.6
39 10 128 16 1 3 0.6029 -8.1 188.72 +4.6
38 12 128 16 1 3 0.5555 =15.3 197.09 +9.2
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systems of varying mc and mb values. This flatness of the cost/per-

formance surface causes both the rapid convergence and the error in the
optimum prediction.

5.5.4.2 Experiment 6: Optimization on the fm = 0 hyperplane

Since, as Table 5.3 indicates, ERROR has no looping branches with
a target distance of less than 128 bytes, loop-mode makes no contribution
to system performance in the ranges of ib considered. Thus experiment 6,
which runs ERROR on systems on the 4m = O hyperplane, is essentially
repeating experiment 5 with a different cost function,i.e., with the cost
of loop-mode not included in the CPU cost. However, the procedure was
started at (6, 16, 8, 1, 3) and gave rise to the convergence sequence
listed in Table 5.21. The oscillation hypercube is still far away from

the optimum along the mc dimension, for exactly the same reason as in

-
J experiment 5. Table 5.22 lists the sensitivity report for this experiment.

‘ 5.5.4.3 Analysis of the optimum architecture for ERROR

: The optimum architecture for ERROR is thus seen to be (7, 64, 16,
1, 3) on the Zm = 0 hyperplane. While there is quite a bit of interaction
between the mb and mc parameters on the cost/performance surface, the
surface is fairly orthogonal in the other parameters.

5.5.4.3.1 Instruction unit issues

As seen earlier, loop-mode contributes nothing to performance.
Furthermore, the low percentage of branches (~ 27%) causes a high degree of
prefetch (ib = 16) to be quite cost-effective, with superfluity becoming

dominant only for higher values of ib (above 32).




Table 5.21 - Convergence Sequence for Expefiment 6 on ERROR

Iteration Reference

Reference System Parameters

System
! mc mb ib fx fl
0 2 6 16 8 1 3
1 12 8 32 16 1 2
2 13 % 16 8 1 3
3 14 6 32 16 1 3
} 4 15 8 16 8 1 3
5 16 i 32 16 1 3
6 17 9 64 8 1 3
‘ 7 18 10 32 16 1 3
- 8 19 1 64 8 1 3
9 20 12 128 16 1 3
10 21 13 64 32 1 3
11 22 12 128 64 1 3
12 23 11 64 32 1 3
13 18 10 32 16 1 3
14 19 11 64 8 1 3
15 24 10 128 16 1 3
16 19 il 64 8 1 3
L §j 24 10 128 16 1 3

Oscillation

Hypercube 10:11 64:128 8:16 1 3
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5.5.4.3.2 Execution unit issues

The proportion of fixed to floating point instructions, 0.045:1,
is abnormally low in ERROR. Thus it comes as no surprise that fx and £f4
stay steadily at 1 and 3 respectively in the convergence sequence. Even
more dramatic confirmation of this is obtained from the sensitivity report

in Table 5.22. Increasing fx from 1 to 2 yields absolutely no performance

increase, while reducing f{ from 3 to 2, causes performance and cost/per-
formance to degrade by phenomenal figures of 63.7% and 168.6% respectively.

5.5.4.3.3 Memory issues

For ERROR, both mc and mb seem to contribute roughly equally to
performance. This is seen from the sensitivity report in which movements
of 1 grid metric along either the mc or mb dimensions cause performance
changes of the same order of magnitude - 2 to 5%. Since, however, their
coct functions are different, mc and mb can be traded off against each
other. Thus Table 5.19 shows that the (mc, mb) combination of (8, 64) is
more cost-effective than (6, 32), as is (12, 64) over (10, 32). This wide
range of choices for the pair of nemory parameters to yield systems that
have the same cost-effectiveness is what caused the optimization procedure

to faii, as discussed earlier.

5.6 Efficiency of the Optimization Procedure

In this section, we estimate the efficiency of the procedure,
using the definitions of Sec. 4.4.9. Table 5.23 illustrates the calcu-
lation of the T and nL for the procedure in experiment la. Table 5.24

lists the T and nL values for the experiments conducted. As expected,

the efficiency is low in those experiments e.g. 2 and 5 where the oscillation

hypercube was far from the optimum system since more sensitivity analysis

is needed to identify the optimum. On the average, for the experiments
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Table 5.23 - Efficiency Estimates for Experiment la on EIGEN

Number of low-level model calls
by the ideal procedure

= 3 % 3 % 3 x 2 %2 = 108

Number of low-level model calls

E | by the optimization procedure = 302

Number of low-level model calls

T TN A T - A e T AN 3

by the grid evaluation procedure

= 14 26 23 x3 %3 = 2268

Efficiency of the optimization procedure:
108

= —— = 0.357
L 302

Efficiency of the grid evaluation procedure:

108
M, = —— = 0.048
b 2268




Table 5.24 ~ Efficiency Estimates for the Optimization

Procedure

Experiment Efficiency of Efficiency of

3 optimization grid evaluation
: procedure procedure
E | (ﬂ ) (nL)
?
| 1a 0.357 0.048
1b 0.352 0.029
&y 2 0.240 0.032
0.374 0.031
y G271 0.038
5 0.200 0.031
6 0.346 0.G37

128
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conducted, the ideal procedure is only 3.3 times more efficient than the
optimization procedure which is 8.7 times more efficient than the grid
evaluation procedure. Thus the optimization procedure is seen to be

quite efficient in this case-study.

5.7 Some Architectural Conclusions

The analysis of the experiments conducted can be used to draw
some broad conclusions with respect to the architecture.

1) The performance of the system is heavily dependent on the
proportion of branches in the programs. Thus the performance of the
optimum systems for the three traces is distinctly correlated with the
percentage of branches in each, as shown in Table 5.25.

2) The best choice of instruction buffer size involves a tradeoff
between increased instruction supply bandwidth due to instruction prefetch
on the one hand, and superfluity and loop-mode on the other. The greater
the proportion of branches, the smaller the prefetch needed. Loop-mode is
cost-effective only with a high percentage of small program loops, where
the branch decision and target fetching time form a small percentage of
the loop execution time. At large buffer sizes, superfluity of prefetched
instructions dominates.

3) The relative importance of the floating and fixed point execution
units is in roughly the same proportion as the percentages of the two types
of instructions in the programs.

4) Memory cycle time has a greater effect on performance than the

number of memory banks.
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5.7.1 A Final Design for the System

Let us assume that the program environment for which the system
is designed is characterized by the three program traces used in the
experiments. The final system design must then be a compromise between the
three optimum systems arrived at for the three programs, with each optimum
being weighted by the occurrence of the corresponding program in the environ-
ment. To illustrate this, we develop a compromise design system and
evaluate its performance and cost/performance in the environment.

The flatness of the cost/performance surface for ERROR along the
memory parameter dimensions, suggests that the memory design can be influ-
enced largely by EIGEN and GAUSS. The compromise chosen between (mc = 6,
mb = 32) for EIGEN and (4, 16) for GAUSS was (5, 32). The f4 parameter was
assigned the value 3, since all three programs require this. The dependence
of EIGEN and GAUSS on fx, cause that to be assigned the value 3. In view
of the ib tradeoff discussed in detailed in earlier sections, the compro-
mise adopted was to fix ib at 16, with the degree of prefetch reduced to 8.
Notice that this architecture is not in the space of systems considered by
the optimization, where the degree of prefetch was always equal to ib. The
dependence of EIGEN and GAUSS on 4m, argue for 4m = 1 in the design. Thus
the final '"design'" system was (5, 32, 16, 3, 3) on the 4m = 1 hyperplane.

The performance and cost/performance of the design system on the
three programs is shown in Table 5.25, with the normal system and the
respective optima also shown for comparison. The design system matches the
optimum system for EIGEN in cost/performance and outperforms it, mainly

due to the reduction in me. Its cost/performance value for GAUSS is even

better than that of the optimum system for GAUSS. This is possible because the
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design system is not in the system space examined by the optimization
procedure. The degradation in cost/performance on ERROR is due to the

reduction in the degree of prefetch and the non-usage of the expensive

fixed point unit.

sl
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CHAPTER 6

CONCLUSION

6.1 Summary of the Research

In this research, we have introduced the concept of a hierarchy of
system performance models and discussed the characteristics and the con-
struction of such a hierarchy. It was argued that such a hierarchy is a
very useful tool for the cost-effective design of computer systems. A design
procedure that uses this hierarchy was developed. The practicality and the
usefulness of this procedure were demonstrated by applying it to the opti-
mization of a complex computer system - the CPU-memory subsystem of the IBM
System 360/91. In almost all the experiments, the optimization procedure
converged, if not to the exact optimum system, at least to within a very near
region of the optimum. The efficiency of the procedure is considerably more
than that of the worst-case approach to system design, and is not sub-
stantially worse than that of the ideal procedure. Using the procedure yielded

a great deal of insight into the behavior of the system.

6.2 Accomplishments of the Research

We summarize the main contribution of the research in this section.

1) Previous studies in the performance evaluation of computer systems
have tended towards ome of two extremes. At the one end are models in which
reality has been sacrified for the sake of simplicity and mathematical tract-
ability. While such studies do provide some insight into the system being
modelled, their range and usefulness are severely limited because they are so
far removed from realistic computer systems. At the other end are models which,
because of their adherence to detail in the modelling of a specific system,

have very little generality of use.
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Our approach combines the tractability of the first kind with the
accuracy of the other. It increases the range of applicability of the
state-of-the-art performance modelling tools, by combining these synergistically
into a powerful tool - the hierarchy of performance modelling tools. The main
ingredients of this approach are the trilogy of calibration, validation and
prediction, the proper use of which ensures accuracy as well as tractability.
This is to be contrasted with most previous approaches to modelling, which
have not laid enough emphasis on the iterative pracess aof validation and
recalibration before using the model for prediction.

2) The second major contribution is the embedding of a hierarchy of
performance modelling tools into a system design (or optimization) procedure.
The conflicting demands of standard iterative optimization procedures, viz,
accuracy and ease of computation, are well matched by the attributes of the
hierarchy. The practical problems with developing such an optimization
procedure have been confronted and a number of issues brought to light.

The success of the implemented procedure on the optimization of the
case-study system is encouraging, and establishes the hierarchy as a viable
design tool.

3) Some insight has been gained into the behaviour of highly pipelined
single instruction stream CPU memory systems. Since the case-study system
is an example of a highly complex computer system, the study leads us to
believe that our understanding of complex systems can be improved by studies

of this kind.

6.3 Suggestions for Further Research
We believe that our study opens up a vast area for further

exploration in the performance evaluation field. We discuss some extensions
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in the following subsections. First we discuss some specific improvements
that can be made to the optimization procedure developed in Chapter 4.
Then, we discuss more general ideas dealing with the extension and the
application of the hierarchy concept.

6.3.1 Shortcomings of the Optimization Procedure and Suggested Remedies

We believe that the optimization procedure needs to be tuned
further, to weed out some of the errors that come to light during the
experiments. We now discuss some of the shortcomings of the procedure,
and suggest some remedies.

6.3.1.1 Regression error

The experiments clearly show that in regions where the cost/
performance surface has a small gradient along one dimension, the regression
error must be less than this gradient value, for the procedure to converge
reliably to the true optimum along that dimension. One possible way to
reduce the regression error, i.e., obtaining a better fit to the per-
formance surface, is to use a higher order regression model. Thus a

quadratic model would express the response Y in terms of the factors

(Xl,...Xm), using the functional form:
m
Y =B, + z B,X, + £ B, x2+z E B orx.
i=1 i=1 i=1 j=iy1 4 1

Statistical significance tests can be used to include only those factors and
factor pairs that significantly affect the response. The cost of fitting

and using such a model would still be an insignificant fraction of the low-

level model cost.

1
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We do not, however, recommend increasing the order of the analytical
model indefinitely. Thus a 3Y¥d order model could conceivably be worse than a
2nd order model, because it may introduce an oscillatory model surface, which
creates a number of fictitious local optima. However, most performance curves
do have a second order flavor, which argues for using a 20d order model.

6.3.1.2 Choosing recalibration sets

In the procedure as implemented, when the current reference system
has an extreme value along one dimension, e.g., £4 = 1, only one nearest
neighbor along that dimension, i.e. one with £2 = 2, is needed to estimate
the regression model coefficient along that dimension. Use of only one
other point would disregard any non-linearities that occur on the cost/
performance surface along that dimension. For example, Table 5.12, the
sensitivity report for experiment 2, shows that near the optimum system both
fZ = 1 and £2 = 3 are more cost-effective than f£f4 = 2. Thus, if the reference
system has £2 = 1, it may never look beyond f2 =2, though f4 =3 may well be the
optimum value. This could be remedied by using a higher order model, to better
model the non-linearity of the surface. Thus a quadratic model would need
at least three points along each dimension to compute the best fit, and
f4 = 1,2,3 would have to be considered.

6.3.1.3 Inability to maintain local perspective

when the reference system has moved into a new region, the new
model should not be affected very much by old regions,i.e., local perspective
should be maintained. In the procedure as implemented, this is not always
possible., For example, in experiment 3 on GAUSS (see Table 5.14), by
iteration 6 the reference system has moved to quite a different region from

the initial region. However, to obtain 34 the coefficient along the fx
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dimension - a calibration system with fx = 2 is required, and the only one
available in the calibration set is (12, 16, 8, 2, 3). However, including
this system in the recalibration set, causes a member of other systems in
the initial set to be included as well, since they are at the same distance
from the new reference system. This distorts the local perspective
enormously, especially along the most sensitive dimension - in this case, ib.
One possible remedy for this effect, is to generate extra calibration
systems when in a new region. Typically, this can be done when it is observed
that too many systems at too great a distance are being included in the re-
calibration set. This method can then be viewed as mingling the sensitivity
and the optimization procedures.

6.3.1.4 Rigid movement rule

Requiring a change in every parameter of the reference system per
iteration, is too rigid a movement rule. While, in the initial stages, it
forces th+ - .ccedure to roughly explore large regions of the system parameter
space, it teuds to cause unnecessary thrashing in the later stages, thus
prolonging the convergence. For example, one of the iterations in experi-
ment la on EIGEN, forced a movement along the mb dimension from 64 to 128,
because the optimum predicted by the local optimization procedure was 64.33.
It is clear that this difference from 64 could have been well within the
regression error bounds of the procedure.

One possible remedy for this problem is to set a lower bound on
the change for each parameter of the reference system. If the change
predicted by the optimization procedure is less than the bound, the reference
system would not be changed along that dimension. These bounds could be

adaptively increased as the procedure converges.

sl
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6.3.1.5 Rigid stopping rule

Requiring the procedure to oscillate between two reference systems
appears to be too rigid a stopping rule. In conjunction with the rigid
movement rule, this caused quite a bit of thrashing in the early experiments
on EIGEN.

A possible remedy is to monitor the change in cost/performance
caused by the reference system movement. When this change goes below a
limit, the procedure can be stopped.

6.3.1.6 Adaptive grid metrics

We believe that the adaptive approach to varying the mc grid metric
is a reasonable one. It is in keeping with the philosophy of maintaining a
global perspective in the initial stages and gradually narrowing the
perspective as the procedure converges to the best region. However, the
problem that arose in experiment lc on EIGEN, may have to do with the actual
implementation of the adaptive approach, as described in Sec. 4.5.2.

A technique similar to the one suggested in the last subsection
may be used to control grid metric reduction. This would use percentage
changes in cost/performance between successive reference systems to estimate
the rate of convergence of the procedure. The grid metric change is computed
as a function of this rate; in fact, it could actually be increased for small
rates of convergence.

6.3.2 Further Research into the Hierarchy Concept and General Issues

The concept of a hierarchy of models for performance evaluation

can be extended in a number of ways:

oy

Lt
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1) Hierarchies of more than two levels should be examined. Thus,
in the two-level hierarchy considered in this study, an intermediate level
that is less expeﬁsive than the low levei model and has a larger range of
validity than the high level model, could increase the cost-effectiveness
of the procedure even further. In fact, in our research, the phase which
consumed the most time and resources was the simulation runs of the low-
level model. Introducing a lewvel of intermediate complexity, e.g., a queueing
hodel, would reduce the demands made on the low-level model even further.
Consequently mor;, and iarger, program traces could be experimented upon,
to build a body of theory for architectures of this type. In general, the
introduction of additional levels should be considered, if large regions
of either complexity or cost are not covered by any model currently in the
hierarchy.

2) In connection with (1) above, the hierarchy concept could be used
on subsystems derived by a structural decomposition of low-level models.
For example, building separate hierarchies for the memory and CPU would
enable combinations of models of different levels of complexity for the
different subsystems to be used as intermediate levels. Thus the inter-
mediate level model could either be a CPU simulation model with an
analytical memory model embedded in it, or vice versa, depending on the
region being explored.

3) While quite a few computer system models have been proposed and
analyzed, very little work has been done in modelling work loads to drive
these system models. The proposal in Sec. 3.4.3.2, to generate synthetic

control streams, based on statistical summaries of program environments
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is a step in this direction, and should be further exXplored. Parameterizing
workloads will enable studies of the system workload space analogous to this
study of the system architecture space. Thus the optimum workload for a
given system architecture and the sensitivity of the optimum system design
to the workload parameters can be examined.

4) The' techniques developed in this research can be applied to model
and design computers at a higher level. Thus systems can be studied at the
component level of processors, memories, I/O units, etc, besides the CPU
function unit level studied in this thesis. It is our belief that the
basic techniques could be applied, regardless of the level at which the system
is studied.

5) Cost models other than the one used in this research should be
investigated for their impact on system design. For example, using cache
memories makes possible very low effective memory cycle times at low to
moderate costé. The cost model used in this research did not allow for
introducing a cache into the system. Parameterizing cost models, i.e.,
making the cost coefficients for the system parameters variable, will eratle
studies of the sensitivity of the optimum system design to changes in the

cost coefficients. In an era of rapidly changing technology, such studies

are of great importance to the system designer.

-
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APPENDIX A

Theorem A.1l
1f |a-c| < |a-B| then
: a) A> B iff C > B and
2" B) A<B iffC< B
Proof:
a) To prove that A > B iff C > B:
a.l) Let A>B
Then |A-C| < A-B.
a.l.l) Let A > C.
f Then A-C < A-B.
Therefore -C < -B and thus C ™ B.
a.l.2) Let A< C.
Then C 2> A > B and thus C > B.
Therefore if A > B then C > B.
a.2) Let C > B.
Assume that A < B.
Then |A-C| < B-A.
a.2.1) Let A>C
Then A > C > B and thus A > B,which is a contradiction.
a.2.2) Let A< C
Then C-A < B-A

Thus C < B which is a contradiction.

Therefore, by contradiction if C > B then A > B.
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Therefore A > B iff C > B.

b) To prove that A < B iff C < B
b.1) Let A<B
Then |A-C| < B-A.
b.1.1) Let A > C.
Then C < A < B and thus C < B,
b.1.2) Let A< C,
Then C-A < B-A and
thus C < B.
Therefore if A < B then C < B.
| b.2) Let C < B. i

Assume that A > B

Then |A-C| < A-B.
i b.2.1) Let A > C. %

Then A-C < A-B.

Therefore -C < -B and thus C > B,which is a contradiction.
b.2.2) Let A L C.

Then C > A > B and thus C > B,which is a contradiction.

Therefore, by contradiction, if C < B then A < B.

Therefore A < B iff C < B.
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APPENDIX B

B.l Introduction

In this appendix, we present a listing of the simulator of the
control stream model. The simulator was written in the SIMULA language,
an excellent introduction to which is given in [BIR73]. The system used
was the SIMULA-10 system [BIR74], developed at the Swedish National Defense
Research Institute in Stockholm. The system was run on the DEC-10 at the
Coordinated Science Laboratory of the University of Illinois at Urbana-
Champaign. Execution times of simulator rums ranged from 12 to 40 minutes.

In the listing that follows, comment statements begin with a ‘!’

and end with the first ';' thereafter.
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